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THE WAY TOWARDS 5G
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Free-Viewpoint Video
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Ad-Hoc Mobile
“Free-Viewpoint Video”



Tactile Internet Killer App: Free Viewpoint Video

7/5/2018Gerhard Fettweis Slide 29http://baumgartnerfl.lima-city.de/stadion.html

10 cameras @ 100Hz frame rate  100Gb/s
< 10ms latency, 1-10ms synchronization!!!
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5G USE CASES
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Industry 4.0

http://jerryrushing.net/wp-
content/uploads/2012/04/robotic_assembly_line1.jpg

http://www.witchdoctor.co.nz/wp-
content/uploads/2013/01/robot-fabrication-station.jpg
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BMBF 5Gang

5Gang 38
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Design Service: A Job Machine
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Tactile Internet Needed!



The Tactile Internet: Remote Controlled Humanoid Robots

http://www.dvice.com/archives/2011/05/kinect_controll_1.php



The Tactile Internet: Remote Controlled Humanoid Robots

http://www.dvice.com/archives/2011/05/kinect_controll_1.php
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Agriculture
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Precision Farming
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Future of Farming
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Productivity, Customer Value
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Smart Grids / Micro Grids

α

α

1ms

18°



5G Energy Hub
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Industrial

Deployment

Standardization

5G Energy

Testfield Dresden

(projects) 
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Reinventing “Latin Classes”

© MPI Saarbrücken
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Human Touch
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Robotic Assisted Surgery Today

Gerhard Fettweis
52
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Remote Medical Provisioning

Enabled by Tactile 1ms Realtime Wireless

Gerhard Fettweis
53
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1-2 ms: ESC, ABS

Bald platooned ESC & ABS

Platooning 
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Car Communication Networks
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5G NETMOBIL AT A GLANCE

5G NETMOBIL – 5G SOLUTIONS FOR FUTURE 
CONNECTED MOBILITY
SPONSOR Federal Ministry of Education and Research

CALL 5G Tactile Internet within the german research program

„IKT 2020 – Research for Innovation“

PARTNERS Bosch (Coordinator), Technische Universität Dresden (Co-Coordinator),

Acticom, BMW AG, CLAAS, Deutsche Telekom, dresden elektronik,

Ericsson, Fraunhofer Heinrich-Hertz-Institut, Heusch Boesefeldt,

Hochschule für Technik und Wirtschaft des Saarlandes,

Logic Way, Nokia, Technische Universität Kaiserslautern,

Vodafone, Volkswagen AG

BUDGET 14.9 Mio. € (8,5 Mio. € Funding)

DURATION 01.03.2017 – 29.02.2020
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Vision - digital construction site
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Consortium

• 18 Industry partners

• 4 University partners

• Associations (VDMA, VDBUM, VDI, ZDB)

• Research cluster (5G Lab)

Project duration

• 36 month starting 2019

Partners

 



Latency

Through-

put

Security

Massive

Resilience
Hetero-

geneity

Energy

requirements 5G
U

C

U

C
U

C

U

C

U

C



Latency

requirements 5G
U

C

U

C
U

C

U

C

U

C

Hosted

Computing

(decider)

Network 

Config. 

Manager

(SON)

Terminal

Air Interface

Base Station & Compute

S = 0.3 ms

S = 0.2 ms

S = 0.5 ms
Latency Goals:

Software 

Ecosystem

1ms

Sensor
Embedded 

Computing
Receiver

100 ms

Actuator
Embedded 

Computing
Receiver

Trans

mitter

100 ms

Trans

mitter



67

Impact of Latency on Efficiency
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SoA Latency Values
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The gamers were the first ….
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MULTI-PATH
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Multi-Path Explanation

Single Path
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Multi-Path Explanation
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Multi-Path Explanation
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Multi-Path Explanation

Multi-Path
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The Telephone System

83
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The Telephone System

84
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The Telephone System

85
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The Internet

Paul Baran 1969

86

Circuit switched to 
packet switched
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Single Path vs. Multi Path

• Comparison with the brain

• Our brain uses multiple paths 

• Reliability (Pain)

89

• Comparison with ants

• Food retrieval strategies

A
ccess A

cc
es

s



NETWORK SLICING
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Network Slicing

NGMN Alliance, “5G White Paper”, White Paper, Feb. 2015.

91



5G MOBILE EDGE CLOUD

COMPUTING
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Agile Distributed Mobile Edge Cloud

x
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Mobile Edge Cloud / Micro Cloud / Cloud
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compute

storage

networking

Communication and 

Control Units

Actuators and Sensors 

Mobile Edge Cloud / Micro Cloud / Cloud
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4 elements with 16 odroids each equals 512 cores controlled by openstack

Implementation Mobile Edge Cloud
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Mobile Edge Cloud Demo

 Browser based multiplayer game

 Game servers: 

 Run in the cloud, as a service

 Latency to the cloud affects the game 

play (classic gamer’s ping problem)

 Game can be migrated LIVE between the 

different cloud servers.

 Thus game always can run on the closest 

edge cloud server.
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 Five cloud servers: 

Oregon (US), Frankfurt, 

Sao Paulo, Tokyo, Sydney

 One edge cloud

 Soft handover – Zero 

downtime.

 ‘Ghost’ bots to show 

latency effect

 Display latency, Jitter to 

each server.

Mobile Edge Cloud Demo 
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Mobile Edge Cloud Demo - Measurement 

 Use of Agile Cloud Migration (ACM) protocol, designed at TUD.

 Handover time (not downtime) – Function of inter-server latency

Time

cl ctrl srcdst
activate

ask state

State

ready

connnect

redirect

L

C 

T

L

L

C

dst,src+Ldst,src

+ Lstate src,dst

dst,src

src,cl

+ Lcl,dst cl,dst

ctrl,dst



Mobile Edge Demos
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Mobile Edge Demos
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5G SDR SDN NFV
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Software Defined Radio

GNUradio

New kid on the block LimeSDR

Current activites at the chair

Interesting

Low latency

Network coding at the edge

Analog network coding

Multi connectivity 
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PreSDN - Active Networking

Active networking is a concept for communication networks that allows 

packets flowing through a telecommunications network to dynamically 

modify the operation of the network by means of protocols.

Changing protocols on the fly.

Change protocols on the need based on:

Security protocols 

Complexity

K. Revsbech, J. Heide, K. Hojgaard-Hansen, G.P. Perrucci, and F.H.P.Fitzek, “Energy saving potential using active networking on linux
mobile phones,” in European Wireless 2009, Aalborg, Denmark, may 2009.



107

Active Networking Example

K. Revsbech, J. Heide, K. Hojgaard-Hansen, G.P. Perrucci, and F.H.P.Fitzek, “Energy saving potential using active networking on linux
mobile phones,” in European Wireless 2009, Aalborg, Denmark, may 2009.
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Active Networking
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SDN & NFV

Software Defined Networks

SDN advocates to replace distributed static network

protocols with centralized flexible software applications.

• Enables fast experiments with new ideas

• Fast deployment of software compared to long lasting 

standardization processes 

• Optimization due to centralized control as a function of 

time

• New functionality can be deployed in nearly no time 

relocated, and upgradet depending on the needs.

Network Function Virtualisation (NFV)

NFV advocates to use generic hardware running software

solution compared specialized hardware.

• Hardware becomes cheaper (COTS)

• Relocation of functionality to optimize network 

performance such as latency, capacity, etc. 

• New functionality can be deployed in nearly no time 

relocated, and upgradet depending on the needs.
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Motivation for SDN and NFV

SDN was motivated by the relation of computation and communication, 

which led to new principles for software and networking.

NFV was motivated by the flexibility, timely deployment and financial gains 

of cloud and OTT providers, which was not available to network 

operators.

SDN and NFV are often intertwined  
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Motivation for SDN and NFV

SDN was motivated by the relation of computation and communication, 

which led to new principles for software and networking.

communication

computation
computation and communication
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Benefits & Promises of NFV

• Reduced equipment costs (CAPEX), through consolidating equipment and 

economies of scale of IT industry.

• Increased speed of time to market, by minimising the typical network operator 

cycle of innovation. 

• Availability of network appliance multi-version and multi-tenancy, allows a single 

platform for different applications, users and tenants. 

• Enables a variety of eco-systems and encourages openness.

• Encouraging innovation to bring new services and generate new revenue 

streams.
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Benefits & Promises of NFV

• Flexibility to easily, rapidly, dynamically provision and instantiate new services in 

various locations 

• Improved operational efficiency by taking advantage of the higher uniformity of 

the physical network platform and its homogeneity to other support platforms.

• Software-oriented innovation to rapidly prototype and test new services and 

generate new revenue streams

• More service differentiation & customization with reduced (OPEX) operational 

costs: reduced power, reduced space, improved network monitoring

• IT-oriented skillset and talent
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SDN/NFV Demo



Latency

Through-

put

Security

Massive

Resilience
Hetero-

geneity

Network

Coding

Network

Slicing
Multi-Path

Mobile

Edge

Cloud

Air

Interface

Com-

pressed

Sensing

Machine 

learning

SDN

ICN

NFV
SDR

Energy

Content

Delivery

Networks

concepts

technologies

novelty

requirements

Mesh

Block

Chaining

5G
U

C

U

C
U

C

U

C

U

C



5G COMPRESSED SENSING
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Advantage of NC over SoA Codecs

117
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Compressed Sensing and Network Coding 

Characteristics

• Linear superposition

• Random (sampling)

• Source aware

• Sparsity

• Under-determined 

• Optimisation problem

• Linear superposition 

• Random (coefficients)

• Source agnostic

• Over-determined (full rank)

• Linear system of equations

Compressed Sensing Network Coding 
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Combine NC and CS

• Objective: Combine CS and NC (analog and digital) in theory 

and implementation to improve delay ↓, resilience ↑ and 

complexity ↓.

• Agnostic combination CS/NC: Only individual gain per camera 

(spatial correlation not exploited), reconstruction/decoding at 

the sink resulting in high complexity

• Proposed joint CS/NC design (analog and digital): Holistic in-

network processing based on compressed compute and 

forward (CCF) with distributed partial decoding and clever 

protocol design (active sensing).
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Motivation – Pure Network Coding in GF2 (2009)

𝛼1,1
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Sparsity in the field size!
MV Pedersen, J Heide, FHP Fitzek, T Larsen; PictureViewer-a mobile application using network coding; European Wireless Conference, 2009; EW 2009; pages 151-156.
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Motivation – Pure Network Coding in GF2

Received Coded Packets Decoding Matrix



123

Motivation – Network Coding in GF2 with 

Sorting

Received Coded Packets Decoding Matrix
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Results – Phase I

Performance Evaluation

CH

1

CH

2

CH

3

CH

4

Sink

100%



125

Results – Phase I
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Results – Phase I
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Results – Phase I
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Results – Phase I

Performance Evaluation
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5G SILICON
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Communication Bottleneck of Parallel Computing

Parallelism = 2
Comm. Links = 1

P = 4
C = 6

P = 8
C = 28

P = 16
C = 120

P = 32
C = 496

P = 64
C = 2016
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Highly Adaptive Energy-Efficient Computing

High-Rate Inter-Chip Communications

Radio Interconnect

• Top-of-3D-stack antenna arrays

• analog/digital beam steering and

interference minimization

• 100Gb/s – 1Tb/s 

• 25 GHz channel @ 200GHz carrier

• 3D routing & flow management

Optical Interconnect

• adaptive analog/digital circuits for 

e/o transceiver

• embedded polymer waveguide

• packaging technologies                     

(e.g. 3D stacking of Si/III-V hybrids)

• 90° coupling of laser
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The Outlook: The              Box in 2030+

Assume 64K processors per chip 4x4 chip-stacks, double-sided board

160x chips stacked in 3D 4x boards in a box

in 10x10x10 cm3 (1 liter)  108 processors!

1.6K processor + 16K memory chips  104x  performance of today!

Box
10m2 Si
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HAEC Playground

 Compute-cluster: Multiple compute units
• Compute node: quad-core Odroid (bigLITTLE)
• 4 modules x 4 boards x 4 Odroids (~ 1000 cores in total)

 Controller: Manages compute units
• Inter-connected per-layer controllers
• Controls network configuration and processes

 Network: Realizes flexible topology
• Single switch per layer (managed & stackable)
• Flexible reconfiguration according to chosen scenarios

 Gateway: Connects to external network
• Single gateway per cluster
• Separation of internal from external network

 API for HAEC Hardware: USB 3.0, SPI & I2C, GPIO

 API for HAEC Software:
• Virtualization over all cores and storage places
• Using OpenStack as cloud operating system



COMMUNICATION NETWORKS
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5G the game changer
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„It is not the strongest or the most intelligent 

who will survive, but those who can best 

manage change."

Charles Darwin



ComNets Testbed
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5G makes everybody happy!
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Tactile Internet



147

Definition

Recently, the Tactile Internet has been defined by the IEEE P1918.1 Tactile 

Internet ad-hoc definition group as

“A network or network of networks for remotely accessing, perceiving, 

manipulating or controlling real or virtual objects or processes in perceived 

real time by humans or machines.”
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Motivation - What are we doing it?





• U Cases

Folie 150



• U Cases



SoA Apps

Current VR/AR solution have onboard computing to support …



Unicast
video feed

Stand-
alone

application

SoA Apps

Current VR/AR solution have onboard computing to support standalone apps to show static behavior
or to show video (unicast).



Solution page 1
Security information

In-flight entertainment disturbs other passengers while not providing any privacy for the individual, 
furthermore restricted physical space for screens depending on eco, business or first class
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Solution page 1
Security information

„Glasses for the Masses“, our innovative concept, creates a new flying experience

Enjoying in-flight entertainment through glasses: Private, nondisturbing, light-weight and virtually unlimted

SOLUTION
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Problem statement 1
(weight of cables)

Not only entertainment – airlines can show in-flight safety videos to every passenger 

while they still are able to interact with the environment  MULTICAST
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Implementation of multicast into glasses with network coding.
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Tactile Internet – Stand Alone App

1 1
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Tactile Internet – Outsource Complexity

30 30
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Tactile Internet – Outsource Complexity

1 1
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Tactile Internet – Outsource Complexity

30 30
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Tactile Internet – Interactive Apps

1 1

Mobile Edge Cloud (MEC)

Network Slicing (NS)

5G
holistic



Telepresence

http://www.dvice.com/archives/2011/05/kinect_controll_1.php
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Tactile Internet with Human in the Loop

164



One Example



Roboter mit Fernsteuerung in Echtzeit
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Current challenges

• Sensor and Actuators

• Communication Networks

• Human modelling and understanding
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