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Abstract
Wireless Mesh Networks (WMNs) started as a niche development for military pur-

poses in the 1990s. With the emergence of 5G and the paradigm shift it entails,

WMNs gain in importance. The advantageous nature for a plethora of device to

device communication use cases attracted wide research interests over the recent

years. However, a topic that has received little research attention so far are broadcast

transmissions. Unlike unicast and multicast approaches, current broadcast protocols

for WMNs are sparse and reveal a lack of features. Flooding and further fixed rate

schemes such as Better Approach to Mobile Ad-hoc Networking (B.A.T.M.A.N.) and

Optimized Link State Routing (OLSR) fail to achieve a reliable delivery and at the same

time a resource consumption minimization, required by present and future applica-

tions. This work therefore proposes a broadcast protocol RAIDER, that incorporates

multi-rate capabilities and link quality awareness. To evaluate the performance, it

introduces a new performance indicator to combine both the achieved reliability as

well as the accumulated transmission time on the wireless medium. In doing so, a

performance assessment of Rate Aware Information Dissemination with Extra Reli-

ability (RAIDER) against the state of the art was possible. To complement the com-

parison, an upper performance bound for the considered broadcast scenario was es-

tablished. Results show RAIDER accomplishing a clear improvement against existing

broadcast protocols in both reliability and airtime combined. RAIDER performed five

times as good as flooding. Compared to B.A.T.M.A.N., the airtime could be decreased

by up to 95%, while maintaining a slight advantage in reliability. The performance of
OLSR could be increased by 56%, including an increment in reliability of up to 20%.
Although the performance considerably approached the upper performance bound,

it could ultimately not be matched, leaving potential for further broadcast improve-

ment in the future.
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Zusammenfassung
Wireless Mesh Networks (WMNs) begannen in den 90er Jahren als Nischenentwick-

lung für militärische Zwecke. Mit dem Aufkommen von 5G und dem damit einherge-

henden Paradigmenwechsel gewinnen WMNs an Bedeutung. Die vorteilhafte Natur

für eine Vielzahl von Anwendungsfällen der Device to Device Kommunikation hat in

den letzten Jahren ein breites Forschungsinteresse geweckt. Ein Thema, das bisher

jedoch wenig Beachtung gefunden hat, sind Broadcast Übertragungen. Im Gegen-

satz zu Unicast- und Multicast-Ansätzen sind die aktuellen Broadcastprotokolle für

WMNs spärlich und zeigen einen Mangel an Funktionalität. Flooding und weitere Pro-

tokolle mit fester Rate wie B.A.T.M.A.N. und OLSR liefern keine zuverlässige Übertra-

gung bei gleichzeitiger Minimierung des Ressourcenverbrauchs, wie sie von aktuellen

und zukünftigen Anwendungen gefordert wird. Diese Arbeit schlägt daher das Broad-

castprotokoll RAIDER vor, das Fähigkeiten zur Übertragung mit mehreren Raten bein-

haltet und Qualität der Verbindungen zwischen den Geräten beachtet. Um die Leis-

tung zu bewerten, wird ein neuer Leistungsindikator eingeführt, der sowohl die erre-

ichte Zuverlässigkeit als auch die kumulierte Sendezeit auf dem drahtlosen Medium

kombiniert. Dadurch war eine Leistungsbeurteilung von RAIDER gegenüber dem

Stand der Technik möglich. Ergänzend zum Vergleich wurde eine obere Leistungs-

grenze für das betrachtete Broadcast-Szenario festgelegt. Die Ergebnisse zeigen,

dass RAIDER eine deutliche Verbesserung gegenüber bestehenden Übertragungspro-

tokollen sowohl in Bezug auf die Zuverlässigkeit als auch auf die Sendezeit erre-

icht hat. RAIDER hat fünfmal so gut abgeschnitten wie Flooding. Im Vergleich zu

B.A.T.M.A.N. konnte die Airtime um bis zu 95% reduziert werden, während ein le-

ichter Vorteil in der Zuverlässigkeit erhalten blieb. Die Leistung von OLSR könnte

um 56% erhöht werden, einschließlich einer Erhöhung der Zuverlässigkeit um bis zu
20%. Obwohl sich die Performance deutlich an die obere Leistungsgrenze annäherte,
konnte sie letztendlich nicht erreicht werden, so dass sich das Potenzial für weitere

Verbesserungen in der Zukunft ergibt.
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1 Introduction
The introduction of the next generation of mobile networks in 5G is a reaction to the

increased future traffic demand [15]. Since existing network structures struggle to

keep up with these demands, this development comes with a shift in focus, as device

to device communication significantly gains in importance [67].

The current hierarchical cellular network design relies on the performance of a single,

central access point or base station. WMNs are an opposing concept to offer flex-

ibility and the support of highly dynamic environments in combination with device

to device integration. Mesh networks have already proven their value in numerous

applications, such as community networks [22], industrial [73] or automotive appli-

cations [77]. The versatility allows for the deployment on top of a variety of wireless

technologies in for instance the IEEE 802.1x family [4], Bluetooth [78] or Powerline

Communications (PLC) [68].

However, the renunciation of a central network entity raises coordination challenges

and therefore demands the development of a distributed solution. One of those chal-

lenges is traffic routing, which experiences a significant increase in complexity, due to

the error-prone wireless links. So far, routing in wireless networks was trivial, as all

traffic was handled and forwarded by the coordinating entity. As WMNs implement

direct device to device communication, they can exploit of the wireless multicast ad-

vantage [72]. It offers the possibility to constructively overhear transmissions and

include this into a more diverse routing. This has been successfully incorporated into

unicast routing protocols, such as the opportunistic protocols ROMER [79] and MORE

[12], as well as multicast schemes [34][71].

In contrast to that, broadcast has not received as much research attention [9]. Exist-

ing approaches include OLSR [17] and B.A.T.M.A.N. [49], which have also been success-

fully instated in multiple applications [54]. However, they can not take advantage of

multi-rate capabilities of for instance IEEE 802.11Wireless Local Area Network (WLAN)

environments, that they are deployed in.

1.1 Motivation
The lack of multi-rate broadcast schemes forces the usage of very reliable, yet slow

data rates in transmission. A plethora of protocols relies on classical flooding to de-

liver broadcast transmissions throughout the network [9]. Although the surrounding

environmental conditions would allow for the exploitation of available advancements

in increased transmission rates, this is so far mostly considered for unicast only. The

1



Chapter 1 Introduction 2

latest multi-rate advancements [66][70][14] failed to properly adapt to the properties

of WMNs and to deliver a general performance improvement. Complicated prerequi-

sites and dependencies, such as central coordination or an up-to-date overall network

knowledge, render approaches hardly applicable to actual deployments, which leads

to the usage of flooding as preferred fallback.

Broadcast in particular is required by numerous lower-layer services, Address Reso-

lution Protocol (ARP) and Dynamic Host Configuration Protocol (DHCP) for instance,

to ensure general network operability. Furthermore, broadcast is used in industrial

applications, such as industrial ethernet for factory and process automation, as well

as for media applications, such as live streaming. Therefore it must receive attention

for the development of a general broadcast scheme, that is available in all situations

and includes transmission rate awareness to increase throughput and latency, while

also decreasing broadcast overhead.

1.2 Contribution
This work contributes to the solution of the broadcast routing problem in WMNs, in

that it firstly outlines the current requirements. These are compiled through an analy-

sis of the deployed state of the art protocols, namely B.A.T.M.A.N., flooding and OLSR,

paired with a discussion of additional related work approaches to multi-rate routing

in mesh networks. It points out the innovations as well as the weaknesses in design

choices, to develop and propose a novel scheme on that basis. Rate Aware Infor-

mation Dissemination with Extra Reliability (RAIDER) combines and extends previous

work for an advancement in general broadcast. With RAIDER,the first general broad-

cast solution in WMN, incorporating link quality awareness and the dynamic selection

amongst multiple transmission rates, is presented.

Its performance is subsequently assessed in a custom WMN broadcast simulation

environment for comparison against existing protocols, as well as an additionally es-

tablished upper performance bound. For a suitable comparison taking the reliability

as well as the airtime into account, an overall performance determination is estab-

lished.

The results show an average improvement over B.A.T.M.A.N. of 80% in consumed air-
time, while at the same time also slightly raising the reliability by one percent. By

investing between 20% more airtime compared to OLSR for good surrounding net-
work conditions and 105% for bad conditions, RAIDER can improve the reliability up
to 21%. Both airtime and reliability metric were also combined, to assess an overall
broadcast performance improvement of up to 885% compared to B.A.T.M.A.N. and
56% for OLSR.
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1.3 Outline
The second chapter includes an introduction to the theoretical background of WMNs

in general, as well as the fundamentals on broadcast routing approaches. As such,

the currently most important schemes are presented and discussed, supplemented

by further related work approaches. The last sections will provide an overview of

routing metrics and introduce the upper performance bound calculations.

The third chapter provides a description of the simulator used as evaluation envi-

ronment for the assessment of the broadcast performance of each protocol. The

network model and the simulation procedure are presented in detail. In the last sec-

tions, the parameters to create the different simulated scenarios and the optimal

performance bound are explained.

In chapter 4 the candidate protocols presented and discussed in chapter 2 are im-

plemented in the simulation environment and subsequently evaluated. The perfor-

mance results are presented and the protocols are analyzed for any benefits and

disadvantages, as well as possible conclusions for the ensuing protocol design.

With the previously gained knowledge, this thesis presents a new approach on broad-

casting in WMNs in chapter 5. Therefore the criteria for the protocol design, as well

as the requirements deduced in the preceding chapters are explained. Afterwards

the key challenges are formulated and a custom solution considering all criteria is

developed.

The performance analysis of the proposed protocol in comparison to the existing

state of the art in broadcasting in WMNs is presented in chapter 6. The protocol is

tested against a number of circumstances, which are described and analyzed.

The last chapter contains a summary of the results with an evaluation and review

considering the defined goals in chapter 3. Finally, it provides an outlook on open

research directions to improve the work of this thesis in the future.



2 Background And Related Work
2.1 Network Model
To describe the network mathematically, it is modelled as a graph G = (V,E), where
V is a set of vertices, also referred to as nodes, representing network devices, such as
routers, phones or computers. The nodes are connected through a set of edges E,
whereas each edge e is a tuple defined by its two end-point nodes i, j ∈ V and consti-
tutes a directional connection between these nodes. Furthermore, each link carries

a weight εi,j ∈ [0, 1], expressing an error or failure probability for a single transmis-

sion attempt via this link. For the continuous transmission of a complete packet, ε
(r)
i,j

corresponds to the Packet Error Rate (PER) for a data rate r ∈ R. The probability of a
successful transmission of a packet pi,j between two nodes i and j via a link e = (i, j)
can thereby be described as pi,j = 1 − εi,j . All error probabilities are defined sepa-
rately for each direction. Provided that both directional values are equal, meaning

that εi,j = εj,i, the link is considered symmetrical.
For this work, the utilized network model includes exclusively bi-directional and sym-

metric links.

2.2 Wireless Mesh Networks & Mobile Ad Hoc Networks
Wireless Mesh Networks (WMNs) are one possible concept used to satisfy the de-

mand of device to device communication in the upcoming 5th generation of mobile

networks. Before their introduction, wireless networks such as WLANs according to

the IEEE 802.11 standard family or Long Term Evolution (LTE) mobile networks were

mostly organized in the same structure, namely in a star topology [29].

As a consequence, devices in a wireless network had different roles. Each device was

involved only with its own transmissions and would disregard all other overheard

traffic. The only exception was the central node, with was specialized to organize and

coordinate all traffic and hence would be receiving, transmitting and relaying the traf-

fic in the network. Additionally it would act as a gateway to provide the local wireless

network with a connection to further networks. With the growing traffic volume and

the at the same time increasing traffic demands, the star topology shows a major

disadvantage. The overall network performance is limited to the central node, as it

has to manage the traffic for each of the participating devices in the network. Thus

the network size was also limited by the reach of a single device and could not be

4



Chapter 2 Background And Related Work 5

extended due to transmit power regulations. Nodes outside of this coverage could

not connect to the network.

(a) Star topology
(b) Mesh topology

Figure 2.1: Comparison of network topologies

These problems can be solved with the concept of connecting the network nodes in

a meshed topology. Every node is allowed to establish a direct connection towards

all reachable nodes in its vicinity. The resulting structure, resembling the looks of a

mesh, offers significantly more transmission paths compared to the same network

in a star topology configuration.

Figure 2.1 shows the two topologies in direct comparison, applied to an identical set

of nodes.

It also allows the extension of the network coverage with every additional participat-

ing node. In WMNs there is no designated central node for coordination. Every node

can have different properties and abilities, thus the WMN can include mesh clients
as well as mesh routers or mesh gateways [5]. Moreover, this enables the WMN to be
easily integrated into existing networks, such as Wireless Sensor Networks (WSNs) or

WiMAX [4]. A WMN in general must not include every type of node, as a hybrid WMN
does, but can also consist purely of clients to form a client WMN or solely of routers or
gateways to form a backbone/infrastructure WMN [4]. This distinguishes WMNs from
Mobile Ad-hoc Networks (MANETs), as they do typically only contain clients, that are

connected ad-hoc. Regarding intra-network traffic, there is however no difference

between both types [46].

The open nature of WMNs elevates the topology compared to cellular networks.

Mesh networks have the ability of self-organization, self-discovering, self-healing as

well as self-configuration [46]. For that reason, they are low-cost, easily maintain-

able, while offering an increased robustness and a reliable coverage [32]. Another

advantage of a WMN is the ability to support moving nodes and therefore enabling
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the deployment in a dynamic environment. On the contrary, the complete network

coordination has to be distributed, leading to numerous open research issues in that

field.

These properties nevertheless enable WMNs to be a suitable candidate for a wide

range of applications. These include home networking, enterprise networking, for

instance at Microsoft or Google [52], transportation systems, metropolitan area or

community networks [22] such as Roofnet [13] or Freifunk [54] and medical and secu-
rity systems [46][11].

WMNs were also covered by Institute of Electrical and Electronics Engineers (IEEE)

standardization work. Specialized task groups were established to create new or

adapt existing WLAN technologies to the requirements of mesh networks [11]. The

early work, starting at 1999, focused on IEEE 802.16a to create a "first-mile/last-mile"

extension for flexible point to point connections at the edge of fixed wireless net-

works. Later work on IEEE 802.15.5 and 802.20 attempted to define the physical layer

and medium access details to connect small groups of fixed or portable consumer

devices, such as laptops or phones, in a short range vicinity. The latest approach

of IEEE 802.11s created a standard to extend the existing WLAN standard towards a

high-speed capable adaptation specifically for WMNs. It concentrated on the shift

in requirements from the more dynamic nature of the topology and improved mul-

ticast and broadcast support. In the end, the IEEE advancements could not reliably

establish themselves and and are therefore not relevant for this work.

2.2.1 Broadcast in Wireless Mesh Networks
As it is the case with each type of network, the general operability in WMNs depends

on lower-layer network protocols, i.e. protocols at the physical, data link and network

layer of the OSI network management model. Representatives, such as ARP [55]

and DHCP [23] require to reach every device in the network, to be able to provide

all network services to them. To fulfill this requirement, both protocols make use

of a broadcast transmission throughout the whole network. If this broadcast fails

repeatedly to reach all nodes, unserved nodes will be effectively excluded from

the network, rendering them unusable. This should be avoided under as much

as possible. Hence the maximum available reliability is required by these type of

network protocols. The ARP and DHCP traffic occurs infrequently, as usually only new

connections to the network or timed updates trigger protocol activity. In the case of

ARP, the frame size of 28 bytes is relatively small, compared to the several hundred
bytes for a DHCP message.

A further application of broadcast specifically in WMNs is the replacement of indus-
trial ethernet with a wireless alternative. Current technologies, such as Modbus [47],
Profinet [57] or the open-source Powerlink [25] aim at delivering real-time commu-
nication for factory automation, process and motion control, in the scope of the

latest 5G use cases. They therefore rely on a high reliability, while also demanding

a very low delivery time [28]. Dependent on the actual use case, the required
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Broadcast applica-

tion

Packet size Traffic volume Traffic require-

ments

Address Resolu-

tion Protocol

28 bytes low, infrequent high reliability

Dynamic Host

Configuration

Protocol

several 100 bytes low, infrequent high reliability

Industrial ethernet

technologies

40...250 bytes medium, frequent high reliability, low

latency

Video streaming > 1000 bytes high, continuous large amount of

data support

Table 2.1: Overview of different broadcast applications

latency ranges between several hundred to several tenth of a millisecond [30], while

payload sizes can vary between 40 bytes for the smallest and up to 250 bytes for
the largest frames [28]. In current industrial ethernet deployments however, the

resulting minimum frame size is limited to 64 bytes. Industrial traffic is furthermore
transmitted frequently, however not in direct succession [30]. Therefore it will not

generate a data stream, but instead a series of recurrent transmissions.

Finally, broadcast will be included in future developments regarding end-user

oriented traffic, for instance live video streaming. With a broad range of available

content, media delivery services will increase their traffic volume [15]. The resulting

traffic will mainly include large amounts of data, that can tolerate packet losses and

delays, since this type of traffic is continuous and therefore applicable for coding

schemes, that can repair damages in separate transmissions.

Table 2.1 summarizes the different broadcast applications with their traffic character-

istics.

In the scope of this work, the focus is placed on network protocols and industrial

traffic applications, as they share common or similar requirements and constitute a

basic traffic, in that it is comparably sparse and small.

2.3 State of the Art Routing
The flexible and open structure of WMNs compared to cellular or wired networks

does not allow for a central entity for orchestration. Consequently, there is a plethora

of problems, that need a custom solution adapted to the WMN environment.

An important problem is the routing inside of the network without central coordina-

tion. Routing is determining a transmission path from the source to the destination

and thereby selecting which nodes in particular have to forward the received data.
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For this purpose, topology information about the surrounding network has to be

gathered and processed. For the unicast case, i.e. finding a path from one source

to one receiver, research has come up with numerous propositions. This includes

traditional routing approaches [40] as well as the modern opportunistic approach,

which exploits the broadcast nature of transmissions even in unicast routing [79][12].

Extending unicast to multiple destinations, multicast has also a broad range of

developed protocols [34], covering the opportunistic approach as well [71].

Although the majority of routing protocols depend on a working broadcast mech-

anism for network operability or route discovery, broadcast transmissions have

experienced a significantly reduced interest in research in comparison to unicast and

multicast [9]. This generally constitutes a contrast between the usage, described in

section 2.2.1 and the offer of broadcast routing solutions. The majority of routing

relies for this task on basic flooding [9], with exceptions such as OLSR, implementing

an individual scheme. Additional dedicated broadcast routing approaches are

presented in detail in further subsections.

2.3.1 Routing Protocol Classification
To classify routing schemes, they can be divided into three main strategies regarding

their operation principles [39] [1]. Proactive or "table-driven" routing protocols
actively select a route in advance without the direct and imminent necessity caused

by incoming traffic. As soon as a change in the network topology is detected by a

node, the routing algorithm calculates a forwarding decision for this node, to reach

any other node in the network. On the one hand, this enables a fast reaction to

incoming traffic, as a routing decision has already been made. On the other hand it

increases the computational cost, as every single change in the network topology, i.e.

an added or removed node or a change in link quality, triggers a partial or complete

recalculation. For highly dynamic networks this might constitute a problem, not only

for an intricate or inefficient algorithm.

Conceptually opposite to the proactive protocols are the reactive or "on-demand"
protocols. Instead of always precalculating the routing decisions, they are generated

on a source-initiated demand. As soon as a packet from a new source has to be

relayed, the protocol gathers the necessary information to decide, how the packet

should be routed next. Therefore an inquiry is disseminated to locate the destination

of the transmission [27]. This eventually benefits the usage in dynamic environments,

as expensive calculations happen only at a minimum on demand. Compared to

proactive routing, source nodes might suffer from a longer delay for the route setup,

whereas they exhibit a superior scalability, since not every change in the network

topology triggers a recalculation [37].

The third group of protocols combines elements of pro- and reactive strategies.

Hybrid routing operates in two different scopes. For the direct neighborhood, the
routing decisions can be proactively calculated, while the longer paths towards
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nodes further away require an on demand and up-to-date forwarding decision. This

accounts for the different probabilities of forwarding traffic from the two network

regions.

Apart from calculating the routing decision itself, the protocols also need to maintain

an information base, on which each decision is based. Each node in the network

broadcasts routing information, regarding its detected neighborhood, periodically,

to let other nodes update their information base. The two fundamental strategies

in managing this information base are realized in distance-vector and link-state
algorithms. The approach taken by link-state protocols is to construct a complete

representation of the whole network, based on periodical broadcasts through the

network. These contain information about the direct link quality of each node

toward its neighbors [2]. The goal is to have sufficient information at any node,

so that paths can be calculated locally from source to destination as a whole. This

requires expensive maintaining in terms of up-to-date information at every node in

the network, which is under realistic circumstances not achievable, since it requires

nearly a constant information exchange, with no delays. Nevertheless, it leads to a

significant increase in control overhead and thus a performance decrease.

To avoid this dependency, distance-vector routing reduces the network knowledge,

that needs to be gathered. All nodes share only a table with their neighbors, which

contains their distance to each respective node in the network. Combining this

information from the neighborhood, the cheapest next forwarding hop can be locally

determined, without knowledge of the complete path to the desired destination

[43]. Therefore distance-vector protocols exhibit a better scalability. The local

information exchange delivers the information fast and requires only a minimum in

transmissions. But on the other hand it is the main disadvantage compared to the

link-state approach, as the lack of knowledge can lead to undetected routing loops.

2.3.2 Flooding
The most intuitive and simplest approach to disseminate information to all nodes in

the network is to use a classical flooding mechanism. It is the minimum effort strat-

egy in complexity and requirements and therefore suitable for all circumstances, as

it requires only a duplicate detection mechanism. When a node receives a message,

that has not been seen before, i.e. it is innovative, it rebroadcasts the information

to all direct neighbors, as depicted in figure 2.2. For this purpose it uses the fixed

broadcast rate, which is commonly the lowest available data rate. This guarantees

robustness against lossy wireless links through redundant transmissions as well as

the maximum probability of reaching every node in the direct neighborhood. How-

ever, since there is no further control mechanism in place, it potentially also leads

to contention and eventually collisions, as described in the broadcast storm problem
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[50]. The subsequent cost in time to recover from the problem, makes it mandatory

to set in place a strategy to prevent a broadcast storm, since otherwise the whole net-

work operation can be compromised. These strategies include probabilistic schemes

[60][61][80], counter-based schemes to assess and act according to the expected ad-

ditional coverage [48], less used distance-based schemes to decide upon the distance

to the previous sender [33], location-based schemes and cluster-based schemes us-

ing a hierarchical approach or pruning to restrict a subset of nodes from retransmit-

ting [42].

Figure 2.2: Individual transmissions for a flooding broadcast initiated by the central

node

2.3.3 B.A.T.M.A.N.
B.A.T.M.A.N. is a proactive routing protocol implementing a simple route finding

algorithm for mobile ad-hoc networks. The B.A.T.M.A.N. protocol was first specified

in an IETF Internet-Draft [49] in 2008 and evolved into the commonly used version

of B.A.T.M.A.N. advanced [63]. It is a distance-vector protocol maintaining a small

information base to proactively calculate routing decisions. It uses a custom type

of packets to determine single-hop neighbors and the quality of these link-local

connections, as well as to generate a list of participating nodes in the network. Each

node periodically announces itself via Originator Messages (OGMs) to all nodes

connected to the transmitting interface, so that they are detected by the nodes in the
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direct neighborhood. The nodes themselves store this neighborhood information in

an originator list. Since each neighbor shares its own OGMs, all nodes can establish

a channel quality estimation from the average of received messages. To account

for both directions separately, B.A.T.M.A.N. calculates its link metric, the directional

transmission quality towards the neighbor node TQ from the measured receive

quality RQ and the measured echo quality EQ, counting the overheard rebroadcasts
of own OGMs. The receive quality is calculated from the expected number of OGM

transmissions by a neighboring node in relation to the actually received number.

Upon reception of an external OGM, a node will rebroadcast it, only if it was received

through the neighbor with the best metric for the original source of the OGM. As

a consequence, the information travels along the best available path, which is then

registered and stored by all receiving nodes. In the case of all direct neighbors, their

connection and therefore the metric is already the best, hence all neighbors will

rebroadcast the OGMs. This enables the originally transmitting source to overhear

all rebroadcasts of its own OGM, to obtain an echo quality EQ. After dividing EQ
by RQ, B.A.T.M.A.N. applies penalties for the number of hops and asymmetric links
to retrieve the final link metric [7], resulting in a value between 0 and 255. To obtain
the transmission quality, B.A.T.M.A.N. uses the previous 64 OGMs, to offer a sufficient
link quality resolution.

Besides a unique channel quality metric, B.A.T.M.A.N. also employs a dedicated

broadcast mechanism. It is conceptually very close to the classical flooding presented

in subsection 2.3.2. To compensate for missing retransmissions, as known from uni-

cast connections, every packet is broadcasted three times in succession. For interfer-

ence avoidance, a delay of 5 ms is applied between the separate transmissions. The
broadcast is executed at the fixed broadcast transmission rate, determined by the

lower-layer specifications. It is not controlled by the protocol itself. To avoid unneces-

sary transmissions, B.A.T.M.A.N. also implements a redundancy avoidance strategy,

depicted in figure 2.3. Each interface will cancel the transmission if it is only con-

nected to the originator of the message, as demonstrated in figure 2.3b or if it is only

connected to the previous sender as shown in figure 2.3c. These constitutes the only

cases, where a node without any further prior knowledge can exclude, that the inter-

face is connected to any neighbor, that still might require the information. Therefore

the transmission would be certainly redundant and can be omitted.

With its broadcast scheme, B.A.T.M.A.N. mimics the flooding approach with an exten-

sion to add further redundancy. This generally increases the number of transmissions

in the network, but offers a more reliable delivery. Actual performance measure-

ments have shown, that B.A.T.M.A.N. effectively achieves a high level of stability and

packet delivery when deployed in a WMN [1].

For this work, B.A.T.M.A.N. is selected as a candidate protocol, since it emphasizes a

specific broadcast strategy, which has successfully been deployed and at the same

time shown promising results.



Chapter 2 Background And Related Work 12

O

A B

(a) Erroneous transmission

from O to B

O

A B

(b) Originator avoidance

between A and O

O

A B

(c) Previous sender avoidance

between B and O

Figure 2.3: Demonstration of redundant broadcast avoidance in B.A.T.M.A.N.

2.3.4 OLSR
The Optimized Link State Routing (OLSR) protocol is an optimization of the classical

link state routing protocol for MANETs, first described in [18]. Link state routing is

a network routing approach, that aims at distributing a complete routing database

throughout the network [2]. Each node collects information regarding all its con-

nections to any other neighbor with the help of HELLO messages. These link quality
reports are periodically shared via a local broadcast among all nodes in the direct

neighborhood, to subsequently enable the creation of a local information base of the

current 2-hop neighborhood at every single node. Thus, the topology information

required for the link state information base is collected in a distributed manner. To

gather and merge this local data into the complete data base, it is shared through-

out the network using TC messages. In this way, every node can regularly update the
required link state routing information.

(a) Information flow using flooding (b) Information flow using MPRs in OLSR

Figure 2.4: Comparison of classical flooding and MPR flooding in OLSR as in [51]
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To improve the performance by relieving the network from the frequent broadcast

load induced by the TC messages, OLSR introduced multipoint relays. This concept in
the style of a dominating set scheme assigns only a subset of nodes the task to for-

ward flooded messages, in order to reduce the number of transmissions compared

to the traditional flooding mechanism. However it does not optimize for the amount

of forwarding nodes. Figure 2.4 shows the dissemination of information through the

network, comparing flooding and OLSR with MPRs colored in black. Note that ar-

rows do not mark transmissions but only indicate the direction of the information

flow. Each node x calculates its own set of relaying nodes MPR(x) from the set of
symmetric one-hop neighborsN(x), according to the following procedure, describing
the MPR selection in detail [59][18]. The strict 2-hop neighborhood N2(x) includes di-
rect neighbors of all members of N(x), except members of N(x) themselves, as well
as x. In the following algorithm, N2(x) is initialized as described and from there on
represents uncovered 2-hop neighbors of x. A 2-hop neighbor node z is considered
uncovered, if it has no neighbor y ∈ N(x), that is an element of MPR(x). d(y) de-
notes the degree of a node y ∈ N(x), defined by the number of symmetric neighbors
z of that node, that are also strict 2-hop neighbors of x.

1. Start with an empty setMPR(x).

2. Calculate d(y) for all y ∈ N(x).

3. Select the nodes in N2(x), that are only connected to a single neighbor node y
in N(x) and add these one-hop neighbors y of x toMPR(x).

4. While there still exist nodes z in N2(x), that are not connected to a node y from
MPR(x), proceed as follows:

a) Calculate the reachability for each node y in N(x), i.e. the number of un-
covered 2-hop neighbors in N2(x), that are connected to y.

b) Select the node y for which the reachability is maximum and add this node
toMPR(x). Break a tie between nodes with the node with the maximum
d(y).

c) Remove from N2(x) all by the previously selected MPR y covered nodes in
N2(x).

The algorithm applied to a demo network is shown in figure 2.5, with S being the re-
spective source node. The second step illustrates the evident emphasis on isolated

nodes in the 2-hop neighborhood, that are connected only through one direct neigh-

bor of S. This marks an important feature for guaranteeing a reliable coverage of all
2-hop neighbor nodes.

The specified OLSR additionally introduces a metric WILLINGNESS to each node, that
represents the nodes self decided willingness to participate in transmitting as a relay.

This reflects individual constraints on power, processing capabilities and expected

lifetime in the network and allows a node to refuse the service as an MPR, if it is
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S
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cover all 2-hop neighbors

Figure 2.5: The original MPR selection algorithm in OLSR applied to a demonstration

network

presumably not capable or if it can not fulfill this role reliably. The WILLINGNESS
parameter is omitted for this work, since it can not be qualitatively selected without

the underlying physical demands. However, it would allow a final algorithm step of

removing expendable members ofMPR(x), sorted by their increasing WILLINGNESS.
If all neighbors of a node y are also covered by another node from the set of MPRs, it
can be removed fromMPR(x).

The OLSR Version 2 protocol [17] is the most recent evolution of OLSR. It includes the

Neighborhood Discovery Protocol (NHDP) [16] for managing the HELLO messages. It
also adds the support for an additive link metric, other than the hop count still used

by default. However, it does not specify or propose, which metric should be used.

A further addition to the second version of OLSR is the option to include a second

set of MPRs for unicast routing. As this is a separate functionality, it has no effect

on the previous usage of MPRs for the dissemination of TC messages. This MPR
mechanism is identical to the first OLSR version. Hence, in the scope of this work,

both versions OLSR and OLSRv2 are not considered different, since both employ the

same broadcast scheme.

The original OLSR specification provides only an algorithm proposal to populate the

set of MPRs. At the same time it allows for other approaches, that pursue different

optimizations, than the specification. These schemes can be grouped into three

categories [10][41]. Pure MPR schemes are oriented on the original heuristic, whereas

MPR-based Connected Dominating Set (CDS) schemes aim at the maximum reduc-

tion of nodes in the relay set or optimizing the individual power usage efficiency.

Lastly, Quality of Service (QoS) based schemes make use of QoS metrics to meet

requirements such as a certain bandwidth or a minimum delay, to guarantee a fixed
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service level for audio or video applications.

For this work, OLSR is selected as a candidate protocol, since it implements a novel

strategy specifically for the broadcast, which is currently deployed in numerous appli-

cations. Furthermore the included and originally specified MPR selection algorithm

will be considered, as it is currently implemented. It will be complemented by a sec-

ond algorithm, with offers a double coverage, i.e. if possible two separate MPRs cov-

ering each 2-hop neighbor.

OLSR offers a good performance in high density networks with highly sporadic traffic

and is therefore suitable for the broadcast applications in WMNs, presented in sec-

tion 2.2.1. In contrast to that, in more dynamic environments, the OLSR struggled to

provide a stable performance [45][36], which demands for improvements.

2.3.5 Further Related Work
In [53], Peng et al. pursue a similar approach to OLSR. Their protocol is designed for
broadcast transmissions and utilizes fixed-rate transmissions on a shared common

wireless channel. It operates from a base of only a duplicate table, as well as a

2-hop neighbor table. To distribute the information in the network, they make use

of dedicated broadcast relay gateways (BRGs), that in contrast to OLSR, constitute

a CDS in the network graph. Therefore it optimizes directly for the least amount of

transmitting nodes possible.

All presented broadcast solutions for WMNs so far concentrated solely on deter-

mining, which nodes participate in the broadcast. However, they do not make use

of the wireless environment that they are deployed in, regarding the capability to

adapt the data rate for the transmission according to the measured channel and

link qualities. This significantly reduces the efficiency in terms of the time, that the

wireless medium is occupied, as well as the overall latency of the broadcast. Thus,

the remainder of this section presents several approaches for broadcasting in WMNs,

considering the multi-rate capabilities of the wireless network.

In [66] Subramanian et al. propose UFlood, a flooding protocol for wireless mesh
networks, targeting a high throughput and low delays. This is mainly achieved by a

careful selection of the transmitting nodes, as well as a dynamic usage of different

data rates. The distributed approach reacts to the immediate environment and the

current state of the direct neighbors, including the link properties in available bit

rates and error probability. To furthermore improve the efficiency of the distribution

of the target data, randomized network coding is used. This ensures that no data is

transmitted, where none is needed. To achieve this, UFlood implements a feedback,

reporting and acknowledging the previously received data. Routing decisions are

eventually made from the data, all neighbors currently possess and the topology

overview including the neighborhood, available links and respective rates. For this
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purpose, UFlood uses the Expected Transmission Time (ETT) metric, which is further

discussed in section 2.4.

To summarize, UFlood can increase the performance for applications such as

software updates where all nodes need to receive the same large data files. It can

achieve this by optimizing forwarding decisions with the knowledge of the complete

network topology, as well as valuable information gained by dedicated feedback

transmissions. The scheme incorporates the individual link loss rates and utilizes

multiple data rates to improve the broadcast throughput and delay.

Another latency focused optimization was introduced in [14] by Chou et al.. Based on
the ability to dynamically adjust the transmission rate in recent IEEE 802.11 standards,

Chou et al. developed a heuristic algorithm to solve the minimum latency broadcast
problem in multi-rate WMNs. This algorithm is divided into three parts. At first, a

weighted connected dominating set is constructed to obtain a spanning tree, that

covers all nodes in the network, while at the same time taking the multi-rate ability

into consideration. In the following step, the concrete number of transmissions on

any data rate for each node needs to be determined. A special focus is placed on

guaranteeing a prioritized delivery to "critical" nodes, that forward to a larger set of

nodes. The last step schedules all transmissions determined in the previous step, so

that as much transmissions as possible can happen simultaneously, without creating

interference. For this purpose, they assume a central unit with complete network

knowledge.

Chou et al. accomplish a significantly reduced broadcast delivery latency for the
whole network. The achieved gains are enabled by the usage of efficient transmis-

sion rates, while accounting for the relevance of each node in the overall forwarding

process. Eventually, this is made possible by a centralized scheduling with a complete

topology overview as well as the knowledge of all transmissions to be executed.

The Distributed Rate First (DRF) algorithm [70] presented by Wang et al. applied the
minimal connected dominating set strategy to the multi-rate wireless mesh to reduce

the broadcast latency. At first mathematically modelling and describing the minimal

latency broadcast problem for multiple available transmission rates, they offer a so-

lution strategy based on their network model. It includes variable transmission rates,

that successfully transmit up to a certain distance from the source node, modelling

the error rates. The assumed network is connected, meaning that each node will be

reached by at least one other node at any rate. To minimize the latency, every node

is allowed at maximum one transmission, while maintaining a connected dominating

set, when combining all transmitting nodes. To solve this problem, the last constraint

is dropped to create sub-trees, that match the remaining constraints. If these opti-

mal sub-trees are not connected, the algorithm uses bridges to establish a connection

using the available link with the least cost, regarding the transmission time. In sum-

mary, the Distributed Rate First algorithm achieves a latency optimal broadcast for

sub-trees by the usage of optimal data rates. Since they do not necessarily cover the
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complete network, they have to be connected with central coordination and complete

knowledge of all available bridge links in between the sub-trees.

2.3.6 Summary
To conclude the state of the art examination in broadcasting in WMNs, it has been

firstly shown, that broadcast is a mandatory requirement for the operability of the

network itself, as well as for instance routing as a further necessity for successful data

transportation. Most of current routing protocols still rely on the most basic form of

the classic flooding scheme to handle the task. This includes both unicast and mul-

ticast routing, as well as broadcast routing. Therefore it can be stated, that flooding

undeniably still makes up for a large share of all deployed broadcast schemes.

Nevertheless there have also been developments, such as B.A.T.M.A.N. or OLSR with

the MPR scheme, that introduced individual approaches, to improve the broadcast.

However the majority of currently implemented broadcast schemes use a fixed rate

for the broadcast transmissions, ignoring the multi-rate capabilities of modern wire-

less environments. This significantly hurts the performance in terms of latency or

airtime. On the other hand, the usage of low fixed broadcast rates secures a reli-

able delivery in all possible circumstances. Approaches implementing a multi-rate

solution show promising gains, but rely on advanced services and mechanics, such

as a complete and accurate network knowledge at all times or a central entity, that

coordinates network activities.

2.4 Routing Metrics
To evaluate the transmission quality of a link and to compare different links to make

the best possible routing decision, every routing protocol has to make use of a

metric to convert the link sensing results into a single performance number. For

this purpose, most of the currently used routing protocols in wireless networks use

the hop count as dominant metric for the route determination, without taking the
link quality into account [11]. The reason for the wide-spread usage of this metric is

its simplicity in processing and retrieval. However, it is assuming uniform links and

this does not reflect the actual channel conditions in terms of the loss rate or the

bandwidth, potentially leading to an unexpected performance decrease. In the scope

of this work, the hop count is for instance in OLSR MPR flooding of TC messages the
only metric determining, which nodes have to be served and which will forward.

To account for the link condition, there are numerous metrics, that focus on proper-

ties, measured through link sensing. The Expected Transmission Count (ETX) metric

[20], in case of a symmetric link and no expected feedback transmission, is directly
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derived from the success probability pi,j measured on the link, according to equa-
tion 2.1. It estimates the number of transmissions, that on average compensate for

the errors on the link to achieve a reliable successful transmission. In other words it

increases the number of initially intended transmissions, so that the redundant trans-

missions statistically cover for the lost transmissions. The ETX can be also applied to

a path p, consisting of a chain of several links, described in equations 2.2 and 2.3. This
also reflects the similarities between ETX and the hop count, as they are identical in

the case of pi,j = 1. Although this metric is derived from an actual link property and
therefore offers a simple but important improvement over the hop count, it does not

account for the link load or different data rates.

ETXi,j =
1

pi,j
=

1

1− εi,j
(2.1)

ETX(p) =
∑
e∈p

ETX(e) (2.2)

=
∑
e∈p

1

pe
(2.3)

An extension of the ETX, including the ability to transmit in different data rates is the

ETT [21]. It is considered a bandwidth-adjusted ETX, in that it is calculated directly from

the ETX by dividing it by the data rate of the transmission r. To retrieve the time for
the whole transmission to be completed, this subsequently has to be multiplied with

the size of the data in the transmission N , as equation 2.4 describes. Since the ETT
combines the most important link properties, namely the error rate and the available

data rate, it is perfectly suitable for consideration in broadcast protocols.

ETTi,j = ETXi,j ∗
N

r
(2.4)

2.5 Optimal Performance Bound
The presented state of the art of broadcast routing schemes yields with classical

flooding a suitable lower performance bound for optimizing the broadcast perfor-

mance in WMN, since it enables a comparison to the currently most important de-

ployed mechanic. However, to determine an upper or optimal performance bound is

not as trivial. On account of the wireless multicast advantage [72], the usage of omnidi-
rectional antennas in a wireless environment enables nodes other than the intended

receiver to also receive the transmission successfully, depending on their distance to

the sender. This renders purposeful data transfer even more complicated, in terms
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of optimal efficiency. For the single-rate broadcast, finding a CDS of minimal size has

already been proven to be NP-hard [44], leaving no simple solution for a true mini-

mum cost broadcast. Similarly, optimizing the expected transmission time [81] or the

latency [58] in a multi-rate broadcast was found to be NP-hard as well.

Nonetheless, to evaluate the broadcast performance gain, an upper performance

bound for the minimum airtime broadcast must be established. Therefore, the fol-

lowing optimization problem, described in formula 2.5 has to be solved. The goal is

to minimize the overall transmission time, that sending nodes spend transmitting on

a rate r for all possible rates and for all nodes in the network. However this must
be minimized subject to three constraints. First, each node is allowed to transmit at

maximum one time. s
(r)
i describes the binary decision, if node swill transmit at rate r.

Second, each node in the network has to be connected to a transmitting node, while

the error probability using the transmission rate ensures a successful delivery. The

last constraint makes sure, that all transmitting nodes are connected for the respec-

tive transmission rates, so that the transmissions will span not only a sub-graph of

connected nodes.

min

(∑
r∈R

∑
i∈V

1

r
∗ s(r)i

)
(2.5)

s.t. (1) ∀i ∈ V :
∑
r∈R

s
(r)
i ≤ 1

(2) ∀j ∈ V :
∑
r∈R

∑
i∈V

⌈
p
(r)
i,j

⌉
∗ s(r)i ≥ 1

(3)

{
i ∈ V

∣∣∣∣∣∑
r∈R

s
(r)
i = 1

}
are connected

2.5.1 Simulated Annealing
To approximate an optimal solution, simulated annealing, first proposed by Kirk-

patrick et al. [38], can be used. It is a probabilistic method to approximate the global
minimum of an optimization problem, that may additionally exhibit multiple local

minima. The basic elements of simulated annealing are a set of states s ∈ S and a
cost function c(s) defined on S. The general procedure of simulated annealing starts
with an initial state x(t = 0). For each iteration in time, a random neighbor state s′ of
s = x(t) is selected and the cost of both states are compared. If the cost decreases,
i.e. c(s′) ≤ c(s), the new state will be selected for the next iteration, x(t + 1) = s′.
Otherwise, the following state will be determined as follows:
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x(t+ 1) =

{
s′, with probability exp

(
−(c(s′)−c(s))

T (t)

)
s, otherwise

(2.6)

where T (t) is the temperature in time step t. It determines the likelihood of selecting
a cost-wise worse state to explore neighboring states, attempting to prevent the con-

vergence on a local minimum. For higher temperatures, the probability for the sys-

tem to select a less preferable state is higher and the exploration of states is greater.

Therefore, if the temperature is sufficiently high, i.e. the annealing simulation has just

started, the state can leave the range of an local minimum, by selecting a state with a

worse cost. To finally converge on a minimum, the temperature has to decrease over

time according to a cooling schedule [8]. This prevents the state to escape the range
of the current minimum and enables a step-wise convergence towards the local min-

imum itself, approximating an optimal solution. The result of simulated annealing,

is therefore not guaranteed to be the global optimum. The success of the process

greatly depends on the cooling schedule. On the one hand, it must allow for a ini-

tial period of time to change to states with higher costs, to explore and increase the

chances to approach the global minimum. On the other hand, it must ensure towards

the end of the simulation, that a low temperature optimizes the final result to reach a

minimum. In addition to that cooling schedule, the definition of the state space and

more importantly the definition of neighboring states has a significant influence on

the result. If the neighbor states are defined in a way, that it is closely related to the

original state, the expected cost will be similar for both states. If however the neigh-

bor is loosely defined and includes extremely different states, the cost of the neighbor

does not have to be similar to the original state. This hinders the convergence to a

minimum.

2.5.2 Monte Carlo Simulation
An alternative approach to obtain an approximation for the optimal solution is a

monte carlo simulation [62]. This rather simple technique pursues a probabilistic
approach as well. Similarly to annealing, for each simulation run it determines

an effectively achieved cost. For the selection of the simulated states however, it

relies only on a random selection. It therefore iterates through a preferably large

set of configurations, to cover a representation of as much scenarios as possible.

For smaller sets of iterated states, the probability to select the best performing

state decreases. The monte carlo simulation eventually gives an estimation of the

optimum through the best achieved cost. As this includes only an overview of

possible solutions, it is not suitable for the determination of the true optimum of

the formulated broadcast problem. However it can provide a good overview over

the complete range of possible results, granted that it covered enough states with
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sufficient iterations.

To approximate a solution to the broadcast optimization problem, this work primarily

uses simulated annealing. This enables that a reliable upper performance bound can

be found. Additionally, it will be complemented by a second monte carlo simulation

to provide a further overview, as later explained in section 3.3.1.



3 Implementation
In order to assess the performance of broadcast routing schemes for WMNs, I cre-

ated a dedicated simulation environment. It provided the implementation of a ba-

sic network model, which is required to deploy the different routing protocols, while

maintaining the control over any additional structural and functional overhead, that

might influence the results. This ensures a lightweight solution, tailored to the exact

needs of the protocol evaluation.

To evaluate and compare the broadcast routing performance of each protocol, the

minimum requirements include an implementation of a WMN, i.e. a set of nodes,

that are connected among each other to form the network, as well as means to trans-

mit data between multiple nodes. Data transmission is realized inside a IEEE 802.11

[75] WLAN environment, by simulating the correspondent wireless channel charac-

teristics. The evaluation of a broadcast scheme does not require a realistic, but com-

plicated channel implementation, but only a basic mean of determining a successful

data transport depending on the node distance. Since the evaluation is focused on

the protocol performance, the simulated network environment does not account for

any irregularities, that may impose an influence on the wireless connections. This

includes asymmetrical links as well as signal spread, obstruction or reflections. The

nodes are placed in an empty space and connected via a wireless broadcast channel.

This results in noise-free, perfectly bi-directional channels, as there are no external

influences.

The custom environment on top of that channel model allows to omit the regular

protocol stack for packet transmission in favor of a basic broadcast transmission

functionality. Nodes can directly exchange the data, if the channel model allowed

for a successful transmission. Therefore the broadcasted packets constitute the sole

type of messages in the network. No additional transmissions for general operability,

e.g. establishing a connection or coordinating the data exchange, are necessary. Fur-

thermore the transmitted packets do not carry external protocol header information,

assuring a reduction to the bare minimum. As additional network protocols are not

implemented, the packets do not require to include for instance a TCP or IP header.

This narrows the focus on the sole evaluation of the broadcast performance, as all

those possible additions are not required for this purpose. The goal of the final im-

plementation was therefore to only fulfill these general preconditions, to ensure a

lightweight reduction to the minimum requirement.

As such, a modular network simulator for the testing of interchangeable protocols is

described in this chapter. Section 3.1 describes the details of the implementations,

while section 3.2 is focused on the parameter space for each simulation.

22
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3.1 Simulator
The custom developed simulator serves three main tasks, namely the network sim-

ulation, protocol deployment and performance evaluation. It is implemented in

python, to take advantage of its lightweight and intuitive character. The general oper-

ation is organized in a series of discrete events to simulate an advancement in time.

The simulation steps are grouped and organized by recurrent transmission slots. This

enables the broadcast transmission itself to be divided into and modelled as a series

of singular local transmission steps. However, the broadcast procedure is preceded

by a static setup sequence, including the network generation and protocol setup.

3.1.1 Setup Procedure
The simulator setup starts with the random placement of the nodes in a specified

area. Node objects are identified by an alphabetical label and furthermore divided

into source nodes and destination nodes, triggering different setup procedures later

in the simulation process. For the broadcast, only a single node at a time is assumed

to be the source, while the rest of the network nodes are considered as destinations.

To create the WMN from the set of nodes, they have to be connected through a wire-

less transmission channel. Since the simulator aims to create a Carrier Sense Multi-

ple Access/Collision Avoidance (CSMA/CA) environment according to IEEE 802.11 [39]

in a single shared channel for the whole network, no interference between the data

transmissions is assumed. Therefore the channel between two nodes is characterized

only by the respective Signal-to-Noise Ratio. To obtain the Signal-to-Noise Ratio (SNR)

pair-wise from the node distance, the simulator implements the TGn model D channel
model by the IEEE [65][24], which is similar to the ITU Indoor Path Loss Model [64].

L(d, f) = LFS(d, f) d ≤ dBP (3.1)

L(d, f) = LFS(d, f) + 35 ∗ log10
(

d

dBP

)
d > dBP (3.2)

It is derived from a basic free space loss model, but accounts for signal spread as well

as obstacles in the environment, that interfere with the signal after a breakpoint dis-

tance dBP of 10m, see equations 3.1 and 3.2, as well as figure 3.1. Therefore the node
deployment in an empty space can be justified, since the propagation model consid-

ers the deployment environment. The selected channel model represents transmis-

sion conditions in an open commercial environment and is used for indoor as well

as outdoor scenarios. It is therefore suitable for the industrial use case, presented in

section 2.2.1.

The free space loss model in the channel model is described as follows:
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LFS(d[m], f[MHz]) = 20 ∗ log10(d) + 20 ∗ log10(f)− 27.55[dB]. (3.3)

The signal loss depends on the distance d, [d] = m and the frequency of the signal
f, [f ] =MHz. Within the selected WLAN environment, f = 2400MHz is assumed.

SNRdB(d) = Ptx,dB − L(d, f)− Pnoise,dB (3.4)

To retrieve the final SNR from the distance of the node pair, the obtained path loss as

well as the background noise level has to be deducted from the transmission power.

This simple model can be assumed for the simulator, although it may not model the

environment realistically. Further interference or different signal disturbances impair

the ability of the receiver, to successfully decode the transmission, since he might not

be able to distinguish these errors from the received signal.

The resulting formula 3.4 converts the distance of a node pair to the SNR value of the

transmission. For the simulator, an unidirectional antenna with a transmit power of

15 dBm is assumed, concurring with the german federal regulations [6] and leaving
headroom for the reduced possible transmit power on higher data rates of several

WLAN industrial and consumer devices [26]. The noise floor is at −95 dBm, which
is commonly assumed, e.g. in the Linux kernel and therefore affecting a variety of

hardware, as well as supported by the majority of WLAN devices [26][69].

Dynamic routing protocols usually rely on a link discovery, that does not detect

the link quality in terms of SNR, but instead gains a success probability from ac-

tual channel probing. As this would require a lot of coordination overhead and

furthermore is not necessary, as the channel conditions do not change over time,

the success probabilities of the connections are derived from the SNR values by a

look-up conversion. Instead, to imitate the characteristics of a real link probing, any

link discovery was only successful, if the success probability matches or exceeds 0.1.
This was necessary to eliminate the discovery of nearly unusable links, as many of

them would later result in a PER greater than 0.95, due to the utilized SNR to PER
look-up data. Although realistic, since e.g. B.A.T.M.A.N. uses 64 probing packets and

therefore would most likely discover such a link, this creates a significant drawback

for error rate insensitive schemes.

Since this work aims to utilize different transmission rates, an IEEE 802.11 environment

was chosen. More specifically, the 802.11ax standard [76], which is one of the latest

versions in commercial use, but not completely finalized yet. It supports the usage

of CSMA/CA [3] and different MCSs, that offer a range of data rates by selecting an

unique combination of a modulation scheme and a coding rate for the transmission.

In the scope of this work, a reference of a specific MCS refers to the connected data

rate. With a deteriorating received signal quality, the modulation and coding must be

more robust to counter the occurring transmission errors. For this work, the MCSs 0
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Figure 3.1: SNR over distance according to the TGn channel model D

to 9 are used, as they are included in the PER look-up data. Furthermore, the physical

layer transmission parameters were assumed as follows: the lowest available channel
bandwidth of 20MHz is used with OFDM with a guard interval of 1.6 µs, while operating
with a single spatial stream. These settings are a general baseline, that do not require
advanced compatibilities.

The selection of MCSs is shown in table 3.1.

For each of theseMCSs, the look-up yields a different PER, sincemore advancedMCSs

demand an increased channel quality. [56] provides a look-up a detailed measure-

ment collection, linking the SNR to a PER for MCS0 through MCS9, as figure 3.2 de-

picts. The results were gathered averaging over various independent measurements

by multiple companies and provide precise PER values for a broad range of SNRs be-

tween −5 and 25 dB. Outside this SNR range, the PERs will be always 0 for higher
and 1 for lower SNR. This results in a minimum and maximum node distance, dmin
and dmax respectively, in which errors randomly occur. That can be seen in figure 3.1,
showing the SNR over the distance according to the channel model.

When all links in the network have been discovered, every node has a set of neigh-

boring nodes, containing additional information on the available MCSs for each link,

as well as the associated PERs. This reproduced the result of for instance the HELLO
message implementation in OLSR or the OGMs for B.A.T.M.A.N., which distribute link
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MCS Index Modulation Coding Rate Data Rate [Mbit/s]

0 BPSK 1/2 8

1 QPSK 1/2 16

2 QPSK 3/4 24

3 16-QAM 1/2 33

4 16-QAM 3/4 49

5 64-QAM 2/3 65

6 64-QAM 3/4 73

7 64-QAM 5/6 81

8 256-QAM 3/4 98

9 256-QAM 5/6 108

Table 3.1: Modulation and Coding Schemes (MCSs) in IEEE 802.11ax

quality reports in the neighborhood. Therefore the direct neighborhood of every

neighboring node can be seen as well, resulting in a 2-hop neighborhood knowledge

for every node in the network.

When the nodes are connected and the network is created, it has to be checked for

complete connectivity. All nodes must be connected via at least one link to the rest

of the network. There can be no separate single nodes or connected node groups in

the network, since the broadcast could not be successful at all and the results would

be falsified. To assure the connectivity throughout the network, a Depth-First Search

(DFS) algorithm [19] is used, starting at the designated source node. It creates a set

of connected nodes by looking at the neighbors of each node and marking checked

nodes as already visited. This resulting set of nodes must be identical to the set of

nodes in the network to guarantee the connectivity. If the check fails, the simulator

setup has to be restarted at the network creation.

Figure 3.3 shows a representation of a generated demonstration network. Each node

is placed according to its position in meters, as it is required by the SNR calculations.

The color for each link represents the highest available MCS for each specific node

pair. The apparent correlation between the link quality and the distance is clearly

visible. Node pairs not connected by a line exceed the maximum distance dmax and
are not connected on any MCS.

3.1.2 Simulation Procedure
After the successful network creation, the simulator is ready to conduct the broadcast

simulation. At first, the designated broadcast protocol is specified and initialized,

if necessary. To start the simulation, the source needs to have at least one packet

queued for transmission. The simulation itself is structured in a transmission cycle,
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Figure 3.2: SNR to PER mapping for MCS0 through MCS9

executing one transmission attempt at a time. This ensures, that there is no interfer-

ence in the network, as the transmission channel is shared among all nodes and only

one transmitting node is allowed. This transmitting node is randomly selected out of

all nodes, that have a transmission scheduled, i.e. in the context of this simulator,

a transmission waiting in the queue. This represents the CSMA/CA scheme, as all

other nodes, that could not send in the current time slot have to back-off their next

transmission for an unknown, random time, until they are selected for transmission.

From the now selected transmission sender, the first scheduled packet is retrieved.

In the next step, the appropriate MCS is selected by the protocol, based on the

information from the node itself. In the case, that this transmission is a relaying

transmission for a different broadcast, the previous packet header information is

additionally taken into account. The protocol section of the current packet’s header

is updated according to the protocol details and the packet is sent through the

network. For every neighboring node it is determined, if it was able to successfully

receive the packet, which happens probabilistically based on the pre-determined PER

between the sender and the potential receiver for the previously selected MCS. If a

transmission was successful, the corresponding receiving node inspects the packet

and discards it, in case that it is not innovative, i.e. it does not contain new infor-

mation, that has been seen before. Afterwards the current protocol determines, if a

new rebroadcast transmission is to be scheduled. At the end of every transmission
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Figure 3.3: Representation of a demonstration network generated by the simulator

phase, the simulator checks if the simulation is complete, i.e. that no more trans-

missions are scheduled by any node and every node has the intended information.

A simulation can also end, when it reaches a specified number of steps and times out.

Upon completion of the network-wide transmission of the source packets, the statis-

tics are gathered and analyzed. The whole transmission process is then repeated, to

guarantee statistically representative results. As soon as all those batches of the trans-
missions are finished, the broadcast simulation for this specific network-source pair

is completed. To increase diversity in the simulations, the same network is simulated

with all other nodes being the source as well.

3.2 Parameter
To create different simulation scenarios, there are a number of parameters, that have

to be specified separately for each simulation. They determine the network setup as

well as the procedure of the simulation itself.
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3.2.1 Network Parameter
The creation of the implemented network model depends on a set of parameters.

Naturally, the size of the network is directly determined by the number of nodes in it.
The more nodes are connected, the more intricate the network structure and there-

fore also the complexity of the routing problem becomes. By varying the node count,

the scalability can be evaluated. With an increasing amount of participants in the net-

work, the number of links increases. Depending on the density of the network, the

addition of the ith node can generate i − 1 new links. Given the specific number of
nodes to be placed in the network, the network density can be influenced by manip-

ulating the dimensions of the area, that the nodes are randomly placed in. Since this

area is squared, this leaves a single parameter, the size multiplier to create the desired
side length l. The most notable impact of a change in the network area is the influ-
ence on the number and quality of the connections between the nodes. When the

number of nodes stays constant, the network area can on the one hand spread the

nodes, resulting on average in an increased node distance, which translates directly

into a worse SNR. On the other hand a decrease of the network area moves all nodes

closer together. This leads to an increase in the SNR, enabling the usage of higher

data rates for the transmissions.

Both parameters in conjunction influence the complexity of the routing problem. If a

higher number of nodes is placed in a smaller area, the increase of useful connections

as well as the additional available MCSs for each connection constitute an increment

in possible routing choices for each node. The direct neighborhood for each node will

also include more nodes. Therefore the protocols must regard more nodes in their

calculations, potentially challenging the routing algorithm. This is stressing and even-

tually testing the scalability, as the computational complexity and resource demand

increases, as well as the amount of protocol decisions to be shared.

In a realistic deployment of any protocol, this might also influence the performance.

Depending on any information, that needs to be shared among the nodes as a ba-

sis for the routing decision, the network traffic might increase. As the protocol adds

either to the packet header or creates dedicated transmissions to disseminate this

information, it adds to the total of transmitted data. For a large number of nodes,

this could congest the network.

3.2.2 Traffic Parameter
To execute a complete simulation, the network must be tested by creating and trans-

mitting actual traffic. This traffic is subject to multiple parameters, such as the packet
size, the number of transmitted packets and the interval between the source packets.
For this thesis, the interval will not be regarded, as all traffic will be singular and not

periodically, i.e. there is only one set of source packets, that are fixed from the be-

ginning of the simulation. This complies with the primarily considered use cases of
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lower-layer network protocols or industrial applications. Furthermore, the character

of the simulator can not guarantee any correct timing in between specific events, as

the simulated time span for each transmission slot depends on the selected trans-

mission rate. For a plethora of industrial use cases, the frequency exceeds the actual

time, that the complete broadcast in the network consumes. This would eliminate

any ’inter-broadcast’ influence, that newly created traffic might cause.

The packet size for the simulations is set to 32 bytes. This provides the highest pos-
sible accuracy in terms of the usage of the PER look-up data, since the reference

measurements were conducted with that exact packet size [56]. Furthermore this

presents a compromise between the traffic characteristics of the potential applica-

tions in table 2.1.

These characteristics also include a relatively spare usage for the case of lower-layer

protocols, such as DHCP or ARP. Therefore the broadcast is simulated with a single

packet to be transmitted at a time. This matches, as previously described, also indus-

trial traffic characteristics as well, as they transmit periodically, but with enough time

to complete the previous broadcast, before the next packet arrives. To create this

scenario, each transmission is executed a number of times in succession, specified

by the number of batches.

3.3 Performance Evaluation
Firstly, to evaluate and compare the final performance of each broadcast scheme, a

common evaluation metric has to be established. Typical WMN broadcast use cases,

as presented in section 2.2.1, have different requirements to their broadcast delivery.

Neither of the in this work represented use cases demands a high throughput as

media delivery services, although most of the future user-oriented use cases will [15].

Instead all traffic is small and requires to be delivered fast, while consuming as little

shared and individual resources as possible.

However, all of these applications have a clear similarity, in that they all rely on a

assured delivery. Therefore the primary optimization objective of any broadcast

scheme should be to ensure a reliable delivery. The reliability stands out from

all other metrics, as it is the only value, that needs to be maximized, to perform

best. Additionally it is critical for the overall performance, that the reliability is the

highest priority. Since any further optimization would reduce the extend and number

of transmissions, this would otherwise eventually lead to a failure to reach every

single node in the network. In the context of broadcast transmissions in this work,

reliability is defined as the proportion of nodes, that successfully received all of the

initial source data at the end of the transmission. This can not be achieved in every

case, as long as there are errors occurring in a single transmission, thus multiple

transmissions need to be taken into account. If this is not possible, the result must
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be adjusted accordingly.

The next priority when evaluating the performance is the minimization of airtime.

Airtime refers to the time, the shared transmission medium is occupied by a

transmitting node, holding the other nodes from sending. In real use cases this

would expand to the time, the next sender is negotiated and also to any potential

feedback, but all of this is omitted in the simulator. Therefore it is beneficial to select

a preferably high MCS for each transmission, as a transmission with a faster data

rate consumes less time for the same amount of data, compared to a slower, more

reliable data rate. For the broadcast case, the overall airtime is determined by the

sum of airtime of all transmissions originating in the network-wide broadcast of the

source packet. It hence includes all transmissions, that were scheduled or executed,

although all nodes already had the necessary information. This can occur, since the

absence of feedback takes away the means to check, if any neighboring nodes still

requires additional information. Since the transmitted data in the simulator consists

only of 32 bytes of actual payload, complemented by only virtual packet and header
data, the airtime for a single transmission is calculated by dividing the size of the

payload by the data rate of the selected MCS.

Lastly, the achieved latency could be examined. Although the latency is a separate

metric, it is already partially covered by the airtime, in the case of transmitting only a

single packet. In the broadcast case, the latency is defined by the time from the start

of the transmission by the sender until the last node receives the whole information.

For the case, that every node sends only a single time, the delay differs only in the last

transmissions from the airtime. At the end of the broadcast, the nodes at the edge

of the network have further transmissions scheduled, although every node in the

vicinity may already have the information. In this case, the remaining transmissions

would increase the airtime compared to the latency. As this occurs predominantly at

the edge of the network, it makes only for a small proportion of the overall airtime

in a large network. Furthermore it can even be prevented in advance by additional

coordination. All in all, latency can best be minimized, by avoiding failures in reaching

single nodes, i.e. a high reliability, as well as utilizing the best available data rate to

increase the transmission speed, i.e. a small airtime. Therefore latency will not be

specifically examined in the evaluation.

3.3.1 Optimal Performance Bound Determination
To determine the optimal performance bound, the simulator includes an implemen-

tation of a monte carlo simulation, as well as an implementation of simulated an-

nealing. Applied to the broadcast problem, both implementations operate on a state

space S as the set of routing strategies, where each node is assigned a binary value
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representing if the node is transmitting. Furthermore each strategy includes the se-

lection of the transmission rate for each transmitting node. To also compensate for

errors in transmissions with the lowest MCS, the strategy is expanded for a number

of up to ten retransmissions, if a node in the strategy has been selected to transmit

on the lowest data rate. This is not included in the candidate state of the art proto-

cols in section 2.3, but complies with the protocol design, presented later in chapter

5. As described in section 2.5, simulated annealing additionally requires a definition

of neighbor states. Therefore two states are considered to be neighbors, if they differ

in either a single transmitting node, a single data rate or the number of retransmis-

sions for one node transmitting on the lowest transmission rate. This carries the risk,

that simulated annealing experiences problems when converging to a local or global

optimum. As the removal of a single node might completely or partially break the

broadcast, the resulting evaluated performance can be immensely different for two

neighboring states. However, this can not be avoided in advance.

To improve the performance bound simulations, the set of allowed strategies for both

simulations is restricted. Nodes, that connect otherwise isolated nodes, are firstly

forced to transmit and secondly also forced to select the lowest data rate or an al-

ternative, that enables an error-free transmission towards the isolated node. This

prevents foreseeable impossible strategies and accelerates the simulations.

For the final evaluation of each annealing and monte carlo simulation run, a cost

function is required. However, instead of minimizing a cost function, this work im-

plements the maximization of a performance indication, to account for the reliabil-

ity in combination with the airtime. The previous section established priorities for

this eventual performance evaluation. The first priority of the reliability consequently

dominates the performance. In general, a reliability less than 1 can void the per-
formance, as all nodes have to be served, if possible. However, the cost function

must support continuous reliability values to also compare two not completely reli-

able states to step-wise approach to optimum. Otherwise two neighboring states, in

which one strategy covers only ten percent of all nodes successfully and the second

strategy all but one node, would be evaluated equally. This could result in the selec-

tion of each state, although one of both is clearly closer to an optimum.

The airtime has to contribute inversely, as a lower airtime is valued higher. Balancing

both values constitutes the difficulty in finding a suitable performance function, as

an increased reliability could justify an increase in airtime, but only to somemeasure.

This balance has to be adjusted according to the respective application, as the results

could otherwise diverge a lot from the desired optimum. To adjust the balance, the

performance function in equation 3.5 includes a variable parameter α. The perfor-
mance is obtained from the reliability of the simulation to the power of α, divided by
the achieved overall airtime.

performance(reliability, airtime) = reliabilityα ∗ 1

airtime
(3.5)

For the performance evaluation, the reliability is emphasized by selecting a larger
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value for α. It is mandatory to consider the network conditions for this selection

as well. If they include links, that are essential for the broadcast transmission and

offer only the lowest overall MCS, any error probability on this link could prevent a

successful transmission, independent of the number of retransmissions. There is al-

ways a chance, that all transmission attempts fail, which consequently would exclude

at least one node from the rest of the broadcast transmission. Subsequently, com-

plete reliability can not be achieved and the performance measure has to account

for this circumstance. Therefore, later simulations with l = 100 m and 200 m are
allowed to select the maximum value of α = inf to optimize for complete reliability
and minimum airtime. This also includes all iterations for a second simulation over

the number of nodes n for l = 200m. However, the simulated annealing for a larger
network with l = 300 m or 400 m, accounts for possible unavoidable errors by selec-
tion α = 5. In contrast to simulated annealing, that needs to apply the performance
function in between each step, a monte carlo simulation can evaluate the results af-

ter the simulation has finished. Therefore, the selection of α includes a wider range
of α ∈ {2, 3, 4, 5, inf}. Furthermore, each monte carlo simulation is repeated 100000
times.

T (t) = 1− t

k
. (3.6)

The cooling schedule selected for the simulated annealing is presented in equation

3.6. The simulation concludes after a fixed amount of k = 10000.

To differentiate between both simulations, they each pursue different goals. The sim-

ulated annealing implementation determines an upper performance bound, allowing

only such rates, that offer an error free delivery. This ensures, that the result repre-

sents a strategy, which delivers a reliable performance, if applied successively. In con-

trast to that an application might tolerate unreliable transmissions to some extend,

that are compensated with a network coding scheme. Random Linear Network Cod-

ing (RLNC) [31] could for instance compensate lost transmissions. RLNC is a coding

scheme, that decouples the dedication of specific packets to specific information and

transmits a random combination of the original information instead. This allows the

sender to create redundancy with supplementary transmissions, whereas compared

to regular end-to-end coding schemes, every single additional packet can recover one

failed transmission. Alternatively, the application could also value the airtime a little

bit more, in exchange for a small reliability decrease. In such an application, trans-

missions could be executed on higher rates with success probabilities smaller than

1.0, gambling on a successful transmission. Then the result would be a lower airtime,
while at the same time a probabilistically decreased reliability. These use cases are

not included in the simulated annealing result. To obtain an estimation of the max-

imum possible performance, regarding only a single broadcast attempt, the monte
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carlo simulation is included in this work. It allows the selection of any rate with a suc-

cess probability larger than 0.0. Furthermore, it will simulate each strategy only once,
while the simulated annealing simulates at least a closely related strategy repeatedly.

Therefore simulated annealing is not able to value a strategy, that was successful by a

marginal chance. The monte carlo simulation, however, will include these strategies

and hence generate a different performance bound. Its result will consequently also

represent a completely different approach, attempting transmissions more aggres-

sively towards an airtime improvement.



4 Performance Evaluation of State of the Art Routing
In this chapter, the reliability and airtime performance of the selected state of the

art broadcast schemes is evaluated, to work out potential strengths and weaknesses

for the protocol design in the following chapter. As discussed in section 2.3, these

schemes include:

• Classical flooding, as it is still widely used and relied on, being virtually the stan-

dard in broadcasting,

• B.A.T.M.A.N., as a different approach to flooding with already actual deploy-

ments in real applications,

• OLSR, offering a unique scheme to overcome the shortcomings of flooding.

Further approaches presented in section 2.3.5 will not be considered here, as they

violate basic structural or conceptual principles. The often assumed complete

network knowledge can not be achieved for every node without a reliable broadcast

in the first place to distribute the topology information. Likewise, the transmission

scheduler for the latency optimization defies the idea of a mesh network, in that

mesh networks do not have a central entity for signalling and controlling.

All considered state of the art solutions have an important feature in common, since

all three operate on a fixed transmission rate. Depending on the wireless environ-

ment, which is used for the transmissions, this data rate is usually set to the available

minimum, to maximize reliability and counter the lack of a feedback to restore pos-

sible losses. With prior general network knowledge, this rate can be increased under

circumstances, that already guarantee an error-free delivery. However, this does not

happen in the scope of the protocol, rather than the network operator or indepen-

dent lower-layer functionalities [35][74].

This provides the possibility of an elementary data rate adaption, although it can not

be directly compared to the regular ability to dynamically adapt transmission rates.

The fundamental difference lies in the prerequisite, that the majority of links in the

network have to support the increased rate. Otherwise the network could poten-

tially be not fully connected, making a successful broadcast impossible. Furthermore,

there is no verification in place, that the amount of links, supporting a higher rate, is

actually sufficient to build a fully connected network. This is why only the clear major-

ity of links and not just a smaller proportion is assumed sufficient. As a result, already

a small set of links, that do not support increased data rates, can easily cause a single

or a set of nodes to be isolated. Figures 4.1a and 4.1b show the connectivity in the

35
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demonstration network for MCS1 and the next increment MCS2. It can be seen, that

only two of eight links, (A,D) and (B,F ) are effected, but the network has already
lost the ability to connect node D to any other node. This must exclude MCS2 from
consideration in the case of the demonstration network for all fixed rate protocols.

S

A

B

C

D

E

F

0 50 100 150 200
x-position [m]

0

50

100

150

200

y-
po

sit
io

n 
[m

]

(a) MCS1

S

A

B

C

D

E

F

0 50 100 150 200
x-position [m]

0

50

100

150

200

y-
po

sit
io

n 
[m

]
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Figure 4.1: Representation of the demonstration network allowing only a minimum

fixed MCS

Following this principle, figure 4.2 displays the distribution of the highest available

MCS for 250 random graphs each. Varying the number of nodes and the network

sizes, different network conditions and node densities are generated. The general

tendency shows, that if the node density increases, i.e. more nodes in a constant

area, the highest MCS providing connectivity to all nodes increases as well. However,

contrary to this intuitive approach, large networks show a similar behaviour for a very

small number of nodes. This can be explained, since the possibility for five nodes to

be placed in a close vicinity is relatively high, compared to more than five nodes. The

more nodes, the higher is the probability, that one of these nodes is placed outside of

the reach of higher MCS. In that cast, only the lowest MCSs can provide connectivity.

This holds true, until the network space is filled and the best rate increases again, with

additionally added nodes. Nevertheless, the overall available rates for larger network

sizes are reduced to lower MCSs. Smaller networks will, however, also offer a higher

MCS connecting the network, as the average distance can hardly be as high, that only

a low data rate is allowed. This leaves only the base rates for networks spread over a

bigger area or with fewer participants.

The second major disadvantage in the usage of a preset transmission rate, is also

showcased by the critical link (A,D) in the demonstration network. Given that MCS1
had previously been selected as highest available rate, to ensure connectivity, the

distance between nodes A and D is still comparatively large. The link has only a low
success probability of 0.12 on the selected rate, which however is not regarded by
the routing. All candidate protocols only detect the available link with the previous
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Figure 4.2: Proportion of each maximum MCS connecting the complete network for

several number of nodes and network sizes

link sensing. By the time it comes to make the decision on whether to use the link

for routing or not, which is obviously mandatory, the link quality is not taken into

account. The link is blindly assumed functional, once it has been discovered. In the

case of B.A.T.M.A.N. for instance, the possibility of the discovery is with one successful

probe over the last 64 attempts relatively high.

To preliminarily evaluate the actual performance, two simulations were conducted.

The first shows the number of transmissions of all protocols applied to the demon-

stration network in figure 4.3. For the evaluation of the performance results,
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Figure 4.3: Number of transmissions for the demonstration network for state of the

art protocols

B.A.T.M.A.N. and OLSR refer to the general protocols respectively, i.e. the group of

all implemented versions. The labels B.A.T.M.A.N. BASE and OLSR BASE, referring to
the base line versions, indicate the usage of the basic transmission rate, realized by

using the lowest MCS0. It shows, that flooding uses a constant number of transmis-

sions per network-wide broadcast, to reach all seven nodes. Each of the seven nodes

locally rebroadcasts the received transmission upon the first reception. B.A.T.M.A.N.
BASE clearly exhibits the similarity to flooding, in that it requires nearly three times
the number of transmissions. At the same time, the broadcast avoidance strategy

can be observed, since B.A.T.M.A.N. BASE mostly skips the transmission of the seventh
node D, resulting in 18 transmissions overall for the six remaining nodes. The only
case, that all seven nodes will transmit is when D itself is the source node of the
broadcast. In contrast to that, OLSR successfully manages to serve all nodes with A
and B, clearly demonstrating the reduction of transmitting nodes. Only for the case,
that node D is the broadcast source, three nodes have to transmit.

The second simulation covers a wider range of 250 random networks, with the de-
fault amount of 15 nodes in a variable network area with l = [100, 200, 300, 400] m,
repeatedly conducted for 10 batches. The change in the network size with a constant
number of nodes results in a larger node distance on average and therefore overall

worse link conditions.

Figure 4.5 shows the overview for the results. It can be clearly seen, that all pro-
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Figure 4.4: Detailed performance of state of the art protocols and enhancements for

l = 200m

tocols share the same general tendency, that the performance deteriorates with an

increasing l. In the smallest network, nearly all protocols exhibit a very high relia-
bility around 95%, however with completely different airtime consumptions between
0.05 and more than 1.4ms. B.A.T.M.A.N. consumes in general the most airtime, while
OLSR requires the least. In the case of OLSR it trades the airtime savings for the worst

reliability results of all protocols.

It is noticeable, that OLSR offers a different behavior for larger l, than B.A.T.M.A.N.
and flooding. OLSR is able to cover a larger set of nodes in a smaller network, and

therefore requires less transmissions. If the network size grows, it has to attempt

more transmissions, as the coverage of a single MPR does not include as many nodes

as before. However, for flooding and B.A.T.M.A.N., the number of transmissions is

already fixed and can only decrease. This happens, since both protocols fail to reach

all nodes in the network, which therefore will not transmit, decreasing the overall air-

time.

Both airtime and reliability results are displayed in detail for l = 200 m in figure 4.4.
For each protocol, the bar plot displays the cumulative airtime required by the trans-

mission. It is divided according to the airtime spent on each individual MCS. However

the proportions do not represent the actual transmission amounts on the respective

rate, as they are multiplied by the according data rate. Additionally, the 5th and 95th
percentile of the total airtime are indicated. The reliability is added in form of a box
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plot to the right of each airtime bar. The box plot demonstrates the distribution of the

overall achieved reliabilities by each simulation run. For each protocol, the median is

marked with a black line, while the mean reliability is marked with the diamond. Sim-

ilar to the airtime, the whiskers represent the 5th and 95th percentile.
The simulation is extended by the addition of further implementations of both

B.A.T.M.A.N. and OLSR to explore possible performance enhancements. Additionally

to the previous basic version, a version utilizing the highest available rate connecting

the whole network was added to each protocol, named B.A.T.M.A.N. MAX andOLSRMAX
respectively, as well as two rate adaptive versions B.A.T.M.A.N. ADAPT and OLSR ADAPT.
The rate adaptive version includes the regular protocol mechanics, with the same

neighborhood information as decision base. The difference to the basic version is,

that for the same set of neighbors as with MCS0, the transmission rate is adaptive.

Only if all of these neighbors support an error-free transmission on a higher rate, this

rate is selected. Lastly, for OLSR, another version OLSR DOUBLE was added, which em-
ploys a different MPR selection algorithm, providing double MPR coverage for each

2-hop neighbor, if possible.
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Figure 4.5: Performance overview for state of the art protocols for different l

4.1 Flooding
Classical flooding offers a good balance between reliability and the number of trans-

missions for the fixed rate operation on the lowest available data rate. For a case as

in 4.4, with l = 200 m, flooding achieves a solid reliability. Given, that the resources
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for all these transmissions are available, the simplicity makes it a suitable solution.

However, when optimizing for airtime, the blind forwarding approach obviously cre-

ates a lot of redundancy, which unfavorably weighs in more, when using a low MCS.

Each transmission itself consumes a lot of airtime, compared to higher MCS. In that

case, the usage of low rates is only efficient in less dense networks, where the possi-

ble transmission rates for each link do not exceed MCS0 and MCS1. The higher MCS

would save on airtime, but it comes with lower success probabilities for link local

transmissions. The lower MCS0 however, would offer reliable transmissions, with a

slightly higher airtime and thus, perform better overall. Nevertheless, even then the

balance is very fragile and can easily become inefficient. When the network is even

more sparse, the error probabilities for the base rate increase and reliability can only

be maintained by increasing the number of transmissions, which flooding does not

support. This can be observed in figure 4.4, where the reliability already slightly de-

creases below 1.0, as already errors on the lowest data rate occur on few links for
l = 200m. This would be identical for an overall worse average link quality, as shown
in figure 4.5, with the reliability quickly declining for deteriorating link qualities. If the

network is denser, transmitting on higher data rates would be as reliable, but signifi-

cantly more efficient.

Overall, flooding achieves in general a good reliability for smaller networks, that sup-

port connectivity through higher MCS, but since it lacks flexibility, the airtime spent

on the transmission is often either too high or too low to be considered efficient.

For networks with worse link conditions however, flooding looses quickly in reliabil-

ity. Nevertheless flooding nowadays is still considered the base line regarding the

broadcast performance.

4.2 B.A.T.M.A.N.
In comparison to flooding, it clearly can be stated, that B.A.T.M.A.N. only offers a

marginal improvement in efficient performance, if any. It can increase the reliability,

but at the cost of nearly three times as much airtime, as shown in 4.5. B.A.T.M.A.N.

consumes by far the most airtime overall. For the case, that the network supports

and allows for higher transmission rates, the same disadvantages apply as for

flooding. The fixed rate approach becomes quickly inefficient, since it does not

provide means to make use of the improved conditions. Not only the rate is fixed,

but also the number of transmissions per node, further increasing the airtime total.

In contrast to flooding, B.A.T.M.A.N. implements a strategy to avoid unnecessary

transmissions, if it is possible. This awareness is crucial towards reaching the

optimal efficiency. However, B.A.T.M.A.N.’s conservative approach generally leads

to an abundance in redundancy for most cases, with the worst possible network

conditions being the exception. B.A.T.M.A.N. is able to compensate much lower link

success probabilities, than most other protocols, by transmitting three times on the

lowest rate. As depicted in figure 4.5, B.A.T.M.A.N. is able to maintain a reliability
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of more than 0.9, while all other protocols clearly slide below 85% for l = 400 m.
However, with three transmissions, this holds true only to success rates greater or

equal than 0.33. In addition to the retransmission avoidance strategy, this is the

second important feature, since already low loss rates on the lowest rate statistically

require a second transmission to deliver reliably. All other approaches are not able,

to guarantee a successful delivery on average.

As shown in figure 4.4, the airtime performance could be potentially increased, with

the usage of enhanced data rates. The most gain can be achieved, if the protocol has

prior knowledge, which maximum rate still provides full connectivity. On average,

the airtime could be cut in half, comparing B.A.T.M.A.N. BASE and B.A.T.M.A.N. MAX.
However this can be expensive considering the constant probing for a dynamic

network and it will also significantly impair the reliability. With no link quality aware-

ness, the usage of higher MCSs increases the probability of errors on the link, which

subsequently could separate a part of the network. For maintaining a high reliability,

the rate adaptive approach of B.A.T.M.A.N. ADAPT can be used to at least slightly
reduce the required airtime. As the rate is only increased, if errors are not possible,

the protocol manages to preserve its original reliability, while decreasing the airtime.

Although it gains an advantage in airtime, this strategy does not significantly improve

the performance. Since it considers the exact same neighborhood, the reliability of

all of these nodes supporting the error-free transmission on a higher rate is relatively

small.

In conclusion it can be assessed, that B.A.T.M.A.N. has an advantage in deteriorating

network conditions, through the introduced redundancy and the usage of low data

rates. The additionally invested airtime generates a clear gain in reliability, compared

to all other protocols, as demonstrated in figure 4.5. It is however conceptually not

suited for the usage of significantly increased transmission rates. Higher MCS will

reduce the airtime, but without a link quality awareness, this comes at the cost of

significantly lower reliability. This is counteracted by the three total transmissions,

but as previously explained, only to a certain extend. A slight increase of one or

two data rates is nonetheless possible and could be deployed, in a corresponding

scenario. To attain a general performance estimation for comparison of all scenarios,

both versions B.A.T.M.A.N. BASE and B.A.T.M.A.N. MAX, will be carried into the final
evaluation. Since the broadcast rate can vary somewhere in between both utilized

rates, the actual performance is somewhere in between.

In this work, B.A.T.M.A.N. is implemented without the specified 5ms delay in between
the retransmissions. The subsequent transmission can be initiated in the transmis-

sion slot directly after the first transmission. This has no impact on the reliability, nor

the required airtime.
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4.3 OLSR
OLSR clearly offers a significant improvement in airtime. Compared to flooding,

as well as compared to B.A.T.M.A.N., it manages to reduce the total number of

transmissions and therefore the overall consumed airtime. Figure 4.5 shows, that it is

nearly the only candidate, that manages an airtime below 0.3 ms. Furthermore, this
holds true for all protocol variants and network sizes. However, it operates on a fixed

rate as well, without any link quality awareness. This inflexibility causes a much more

relevant problem in OLSR, than in flooding and B.A.T.M.A.N.. As OLSR disseminates

information exclusively via a set of predetermined MPR nodes, the eventually utilized

network becomes smaller, considering the utilized links. Thus, it is more dependant

on a successful transmission on the links between the MPRs. A single link failure

between two relay nodes could impact a much larger set of nodes, connected to

that specific MPR. Without the link quality awareness, OLSR relies on the previously

discovered links to be reliable, without an alternative in case of failure. Therefore

the increase in saved airtime comes at the price of a decreased reliability. Figure 4.4

shows the disadvantage in reliability for the mean values, as well as especially for the

deviation. This affects sparser networks more than dense networks, as the sparsity

increases the average node distance and therefore also the link quality including the

lowest transmission rates. However, in dense networks a decrease in the efficiency is

caused by the usage of the lowest data rate, as the short links reliably support higher

MCS.

The implemented multi-rate OLSR enhancements in figure 4.4 show similar results

to the previously discussed B.A.T.M.A.N. enhancements. The ability of OLSR MAX and
OLSR ADAPT to transmit with a higher MCS can reduce the airtime consumption, but
in the case of OLSR MAX drastically decreases the reliability in return. It is noticeable,
that the dependency on the links between the different MPRs is causing a distinct

decrease in reliability, paired with an immense uncertainty. The range of achieved

reliabilities can vary heavily, as the deciding error can occur comparably early in

the MPR transmission chain, cutting off the whole remainder. This makes the OLSR

core concept of Multipoint Relaying, as originally specified and without link quality

awareness, undesirable in error-prone environments. However, this can be partly

countered with a scheme, as implemented in OLSR DOUBLE. It provides a second
opportunity to reach any node, to increase chances of a successful reception. For

the usage of the lowest rate, it achieves the by far the best reliability among all OLSR

implementations. On the other hand and also as expected, the double MPR coverage

increases the airtime by nearly 100%. Eventually OLSR DOUBLE can not recover from
losses on MCS0 and it still achieves less than 0.8 reliability and is therefore worse
than B.A.T.M.A.N. and flooding. Even with the second connection option it relies too

much on a successful transmission to each MPR. Therefore it can not overcome the

inflexibility of OLSR to significantly increase the reliability.
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In this work, OLSR is omitting the WILLINGNESS, as discussed in section 2.3.4. How-
ever this comes with a positive effect on the performance. In that, if a shorter or

more efficient forwarding path would become available through a node with a low

WILLINGNESS, than the airtime would improve for the usage in the simulator. The ac-
tual implementation would be in contrast to that not allowed to utilize this path and

would be forced to select an alternative, that requires more airtime. For the case,

that the alternative offers only the lowest data rate, combined with an increased er-

ror rate, the reliability would additionally deteriorate.



5 Rate Aware Information Dissemination with ExtraReliability (RAIDER)
5.1 Design Criteria

"A perfect routing protocol should be able to provide a route between any

two nodes in the network (reachability). Packets that travel along these

routes should arrive without being dropped (packet loss), timely enough

for interactive applications (delay) and fast enough for high-bandwidth

transfers (throughput)." [63]

The main objective of any routing protocol is to connect any desired nodes, by de-

termining a transmission path, that enables reliable data transport. Projected on

the case for this work, broadcast delivery in Wireless Mesh Networks, the goal is to

provide complete reachability throughout the network and to achieve a low airtime

consumption. This ensures, that the data is transported as efficient as possible to the

entirety of nodes in the network, while also reducing the utilized bandwidth and the

induced delay. To find the solution to this routing problem, the available concepts

were described in section 2.3. On account of the usage in WMNs, the protocol should

be reactive, in the scope of the topology knowledge of each node. The constant
precalculation for any change in link quality or node quantity requires an enormous

effort in processing and would be no match for the dynamic nature of a WMN. The

signalling overhead is typically increased in mesh networks, since there is no central

coordination. Hence, it should not be further increased, if possible. Furthermore, a

reactive nature would result in always up-to-date routing information, to make the

most effective decision possible. Therefore a link state solution would be impractical.

As the topology can change very quickly and routes potentially span a large portion

of the network, nodes should consider only their extended neighborhood, instead of

the complete network. The trade-off here lies in the fact, that routing with more prior

information can be arranged more efficient. However at the same time the overhead

caused by the required network information and precision of that information de-

teriorate. A good compromise is offered by using only the 2-hop neighborhood of
every node for each routing decision. This requires every node to locally broadcast

its neighborhood information periodically, which is lightweight and simple to realize.

The reduced overhead additionally ensures scalability, which is a definite requirement

for routing in mesh networks. A 2-hop neighborhood as information base complies

with the findings of section 2.3.5. The current related work on multi-rate approaches

relies on assumptions in the network knowledge, that are impractical and can hardly

45
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be realized as required. This averts a deployment in any arbitrary scenario, since

the dependencies are not generally fulfilled. Therefore the goal is to develop a dis-tributed universalmulti-rate scheme with limited knowledge, with as little external
dependencies as possible. The 2-hop neighborhood is also compatible with lower-

layer network protocols, such as ARP or DHCP, since link local transmissions do not

require higher layer services. Furthermore, both protocols require primarily a reli-able delivery and secondly a low airtime, since their service must not unnecessarily
interfere with higher layer and network operation. Therefore these are the desired

priorities for an improved broadcast scheme as well. In contrast to the disadvantages

in the usage of fixed transmission rate approaches such as B.A.T.M.A.N. and OLSR,

as analyzed in chapter 4, the algorithm should include a link quality awareness, to
react and adjust the transmission rate according to the link qualities. The last design

choice, that needs to be considered and discussed is the use of feedback in any form.

Dedicated feedback transmissions are clearly impractical for their transmission over-

head. A viable option of feedback is overhearing the next senders transmissions as

a feedback, as implemented in [66]. However in a multi-rate environment, the next

sender could select an increased data rate for the forwarding, resulting in the inability

to overhear the feedback reliably. Therefore feedback is not included.

5.2 Protocol Design
To fulfill all requirements and design criteria, a newly created broadcast schememust

offer a solution to three main challenges. These three challenges divide the complex

routing problem in different steps, that need to be revised according to the prerequi-

sites.

1. Targeted Nodes
Which nodes should be considered as recipients for a node’s local broadcast

transmission?

2. Rate Selection
Which data rate is best to reach all desired recipients under consideration of the

optimization objective of the protocol?

3. Forwarder Selection
Which recipients of a node’s local broadcast should participate in forwarding the

data?

The first challenge is the foundation to match the predefined requirements and

performance goals, as both remaining objectives depend on the selection of step

one. The protocol has to be aware of the direct surroundings of each transmitting

node. If it can determine, which surrounding nodes it should serve, than it can

also decide, whether a transmission is necessary at all. As pointed out in section
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4.2, B.A.T.M.A.N. offers a broadcast avoidance mechanism. This demonstrates the

fact, that in certain circumstances a blind relaying transmission can be prevented,

with little prior knowledge. The broadcast protocol must be able to recognize, if a

transmission is necessary and if so, to what extend. To do so, it depends on the

network knowledge, that is provided to each node. The more knowledge, the better

can a node decide, if it should transmit and which nodes should be targeted with this

transmission.

If a set of target nodes has been identified, the protocol can assess, which trans-

mission rate is the most suitable to maximize the performance in terms of airtime,

while at the same time maintaining sufficient reliability. Each use-case might require

a different realization of this balance. The selection of the rate is straight forward,

for the case that the PERs for each link and each data rate are known to the sending

node. It again depends on the network knowledge, but can also change, if a node

is allowed to transmit multiple times. This may be the case, if the performance is

not optimized for the overall consumed airtime, but for instance for the latency

performance of prioritized nodes.

The last challenge directly arises from the available network knowledge. It ensures,

that the broadcast will cover every single node in the network. If no network

knowledge is taken into consideration, each node has to assume, that it has to serve

all neighbor nodes itself and consequently will transmit. However, the forwarding

decision can also be calculated in advance for nodes that have a knowledge ex-

ceeding the own direct neighborhood. A previous node can determine, if its direct

neighbors cover the same set of nodes and subsequently assign only one of them

with the forwarding. This prevents the second node from transmitting redundantly.

The forwarding problem also becomes important, if the protocols use a different

metric, than the hop count, since it might make use of rerouting to choose the path

with the best metric.

The following subsections describe in detail, how Rate Aware Information Dissemina-

tion with Extra Reliability (RAIDER), the approach presented in this work, solves these

challenges.

5.2.1 Targeted Nodes
Generally stated, the target node selection in RAIDER is based on the assumption,

that every node should serve its complete direct neighborhood. As already deployed

in flooding, B.A.T.M.A.N. and OLSR, this ensures complete reachability. However, to

improve the efficiency, this is extended by a redundancy avoidance strategy, similar

to B.A.T.M.A.N.. Since RAIDER also takes the topology knowledge, i.e. the 2-hop neigh-

borhood, into consideration, the avoidance can even be elevated. In B.A.T.M.A.N.,

only the transmission source and the previous sending node can be excluded from

the set of targets, since one can be sure, that if they transmitted the data, they also
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(a) Example sender S (b) Example sender B

Figure 5.1: Target node selection step for RAIDER applied to the demonstration net-

work

must already possess it. Applied to the presumption, that every node already covers

its own direct neighbors, this results in a whole set of nodes, that can be ruled out

as potential targets. Therefore RAIDER considers all of its 1-hop neighbors as a tar-

get, that at the same time are strict 2-hop neighbors from the previous sender. This

excludes all 1-hop neighbors from the previous sending node, as well as the sending

node itself.

The only exception to this are so-called forwarding assignments, that can be deter-
mined by previous nodes. A further explanation how they are defined is given in the

next section. These assignments have to be strictly obeyed, as they are a fundamen-

tal part of the protocol mechanics. It may contain the instruction, that a direct neigh-

bor has to be served, although it is also in the 1-hop neighborhood of the previous

sender.

The target selection applied to the demonstration network in figure 3.3 is shown in

figure 5.1. Example sender S would begin a network-wide broadcast and select all
direct neighbor nodesA,B andC as targets for its transmission. An example ensuing
transmission by node B, would initially see nodes E and F as target nodes, since S,
A and C are considered already covered.

5.2.2 Rate Selection
If the set of target nodes was determined, the next step is to set the best suitable

data rate for the transmission. From the presumed 2-hop neighborhood discovery,

the PER for each MCS is known for all targets. The challenge is to pick the most ef-

ficient rate from this limited set. The sender should only lower the rate, when there

is no faster path to a recipient via nearby nodes. In the scope of the requirements,
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(a) Forwarding assignments by S (b) Effect on the target nodes for B

Figure 5.2: Forwarding assignment procedure for RAIDER applied to the demonstra-

tion network

these nearby nodes regularly include the 2-hop neighborhood. However, this knowl-

edge base only includes the links in between the direct neighbors and not the links in

between 2-hop neighbors. Between two direct neighbors, the optimal but undetected

route might include two 2-hop neighbors and the connection between them. There-

fore the protocol does assume, that it can not reliably make the most efficient routing

decision in the whole 2-hop scope without this information. Instead, the routing de-

cision is based on the direct neighborhood, including links in between the neighbor

nodes. Following this principle RAIDER calculates the best path to each target node,

utilizing a weighted dijkstra algorithm. To optimize for airtime, the dijkstra algorithm

uses the Expected Transmission Timemetric according to equation 5.1, to consider all

possible rates r ∈ R for each hop. The result is the path with the lowest sum of ETTs
for all edges in the path. If the algorithm proposes a path diverging from the direct

link to the target node, a forwarding assignment is created. It contains the calculated

path and is transferred to the next hop via the packet header. Internally, the protocol

temporarily stores the forwarding assignments and the determined optimal rates for

each step of the path.

ETTi,j = min
r∈R

(
1

1− ε(r)i,j
∗ N
r

)
(5.1)

So far, the dijkstra path finding solely optimizes for airtime and could potentially fa-

vor significantly more error-prone links with higher rates. To suppress this behavior,

RAIDER introduces a link local reliability threshold ptr, which has to be matched for
the dijkstra algorithm to consider the link at a specific rate in the first place. If p

(r)
i,j

is less than the threshold, a reduced data rate has to be used on that specific link.

Setting this link quality threshold to 1.0 would result in the selection of only those
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S

G
F

E

Figure 5.3: Example scenario in RAIDER for an obsolete forwarding assignment

links, that have a guaranteed successful delivery when sending on the selected data

rate. Selecting ptr = 0.0 on the other hand will not have any influence, since every link
matches this criterion. The only exception to the threshold is the lowest MCS0, which

has to be selected, since the threshold can not be matched by further decreasing the

transmission rate. This introduces the option to additionally optimize considering the

selected level of reliability.

This path finding step could optionally also include a penalty for any additional hop,

that comes with the selection of a diverging path. For dynamic environments, this

increases the risk of an unforeseen network change, while the transmission occurs

along the path. As a consequence, this could interrupt the path and prevent a suc-

cessful transmission. Therefore a penalty would constitute an incentive to route over

shorter paths.

To take the forwarding assignments into account for the rate selection, the protocol

must consider a different set of nodes, than the original targets. For each target,

that had a forwarding assignment created, the target itself has not to be reached,

but instead the first hop in the assignment. Therefore the adjusted targets contain

the original targets, which are served directly, and the first hop in the assignment for

each original target, that is served through a forwarding assignment. For this set of

adjusted targets, RAIDER selects the minimum stored data rate, determined earlier

as optimal for that link by the dijkstra path finding.

If the final transmission rate was determined, all previously created forwarding as-

signments are compared to this rate. All assignments contain only the optimal path

and therefore the optimal data rates to each original target node, regardless of the

other target nodes. As a consequence, another target node could force the selection

of a significantly lower rate, potentially rendering assignments obsolete.

Let E be an example target node, that is reliably connected to the source on MCS3,
as depicted in figure 5.3. However, a more efficient forwarding path is determined

and E will be served via F , with MCS6 as the determined best rate towards F . Let
G be another target node, which is considered isolated in the scope of RAIDER, so
that it must be served directly. If G can only be served on MCS1, the selection of this
maximum rate is forced, since G must be served. Eventually, although a faster path
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was available for E via F , the in the end selected transmission rate does already
cover E. This makes the forwarding assignment obsolete and it must be removed,
since it would force an unnecessary transmission from F to E.
If the decision has been made and an MCS was selected, it is checked if the protocol

should also initiate duplicate transmissions for the current packet. As demonstrated

by B.A.T.M.A.N., repetitive transmissions can be beneficial, if the links support only

MCS0 with a success probability smaller than 1.0. The duplicates then provide redun-
dancy to overcome the error probabilities. Since the lowest, but still detected success

rate is 0.1, the protocol allows for maximum 10 retransmissions. Furthermore, they
are only enabled, if the node is sending on the lowest rate, MCS0, as otherwise the

rate could simply be lowered. Therefore only retransmissions on MCS0 are allowed.

The protocol determines the number of retransmissions from the maximum of all

error probabilities towards all adjusted target nodes j for transmitting on the lowest

data rate, according to max(10, dmaxj(1/ε
(rmin)
i,j )e).

For the first transmission in the demonstration network, node S checks the paths to
its target nodes A, B and C. The direct links to A and C support only MCS0 with a
data rate of 8 Mbit/s, while the connection to B supports MCS3 with a significantly
increased data rate of 33Mbit/s.

ETTS,B + ETTB,A =
N

33Mbit/s
+

N

33Mbit/s
< ETTS,A =

N

8Mbit/s
(5.2)

ETTS,B + ETTB,C =
N

33Mbit/s
+

N

49Mbit/s
< ETTS,C =

N

8Mbit/s
(5.3)

According to the dijkstra optimization, RAIDER selects to reach A through a connec-
tion via B. For node C , the path through B is selected as well, since its second hop
supports the even higher MCS4. Equations 5.2 and 5.3 demonstrate this optimiza-

tion, for an example case with no errors for all rates, ∀i, j, r : ε
(r)
i,j = 0, so that the

maximum available rate is always the best choice. For the actual case with different

error probabilities, the ETT might be minimal for a lower selected rate. Eventually,

two forwarding assignments, B → A and B → C , are required, as depicted in figure
5.2a. Therefore node S appends the information to the header of the packet it will
send to B, which thereupon knows to include nodes A and C in its target set for the
relaying transmission, demonstrated in figure 5.2b. Until then, both nodes were al-

ready considered covered by the previous transmission and therefore excluded from

the target set of B. As soon as all forwarding assignments are handled, a MCS for the
transmission is set from the lowest rate of all adjusted targets. For the demonstration

network, serving nodes A and C was delegated to node B, reducing the original tar-
get set including A, B and C to the now adjusted target set containing only B. Hence,
S picks the maximum efficient rate to reach B, which corresponds to MCS3.
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5.2.3 Forwarding Nodes

(a) Forwarder selection for S (b) Overview of complete protocol decisions by

node S

Figure 5.4: Final step for RAIDER applied to the demonstration network

The last step in the RAIDER algorithm is the choice of the forwarding nodes. With

the 2-hop neighborhood knowledge, each node already has a preliminary overview

of the required next transmission step. However, it can not foresee unexpected influ-

ences from outside of its 2-hop neighborhood scope. Nevertheless, it can estimate

from the current knowledge, which of the targeted nodes are from the sender’s per-

spective required for forwarding. This saves nodes from unnecessarily transmitting,

although covering no additional nodes. On the contrary this also ensures, that 2-hop

neighbors, that are connected to only a single 1-hop neighbor, will be covered by the

transmissions as well. This emphasis on these rather isolated notes could also be

found in the first step of the OLSR MPR selection. Similar to that, RAIDER assigns

such nodes as forwarders first, that definitely have to transmit. This includes men-

tioned connecting 1-hop neighbors as well as the first hop nodes in all forwarding

assignments. At this point, the set of forwarders is extended by the node with most

uncovered 2-hop neighbors, until there are no uncovered 2-hop neighbors left.

Applying this scheme to the demonstration network, node S would firstly select node
A as a forwarder. Although A is not expected to receive the transmission, since the
direct link is much slower than the proposed forwarding path via B, node A still has
to be included in the set of forwarders. In the case, that a particular direct link is not

chosen, only because it has an increased error rate for the best MCS, that respective

MCS could independently still be selected for the transmission. Therefore, this would

enable node A to overhear the transmission successfully by an unlikely chance.
Eventually, after selecting node A as a forwarder, S also selects node B as the first
hop in a forwarding assignment, which already covers the complete 2-hop neighbor-

hood and finishes the forwarder selection. The resulting forwarder selection is shown

in figure 5.4a.
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Finally, the set of forwarding nodes is added to the packet header. It thus includes the

set of forwarders, as well as the forwarding assignments. This constitutes the com-

plete protocol decision for source node S, as depicted in figure 5.4b, that needs to
be communicated to the respective nodes. In a realistic implementation, this would

translate into a list of node identifiers, e.g. a MAC or an IP address and a nested list

of identifiers. The size of the packet header would scale with the number of nodes in

the 2-hop neighborhood scope.



6 Simulation Results
In the following chapter, the performance for the RAIDER protocol is examined.

Therefore it will be compared to the determined upper performance bound, as well

as the state of the art protocols discussed in chapter 4. Table 6.1 gives an overview

over the respective protocols, how they are referred to in this chapter and the imple-

mentation details for the protocol mechanics.

Protocol Implementation details

Flooding Unmodified classic flooding

B.A.T.M.A.N. BASE Basic B.A.T.M.A.N. implementation, usage of MCS0

B.A.T.M.A.N. MAX Modified B.A.T.M.A.N. implementation, usage of the highest

connecting MCS

OLSR BASE Basic OLSR implementation, usage of MCS0

OLSR MAX Modified OLSR implementation, usage of the highest connect-

ing MCS

RAIDER STD Basic RAIDER implementation

RAIDER l = 0.75 RAIDER implementation, ptr = 0.75
RAIDER l = 0.9 RAIDER implementation, ptr = 0.9
RAIDER l = 1.0 RAIDER implementation, ptr = 1.0
RAIDER RETX RAIDER implementation, ptr = 1.0, retransmissions on MCS0

enabled

Table 6.1: Overview of compared protocols with implementation details

6.1 RAIDER Performance
The first evaluation attempts to assess the performance of the different possible

RAIDER configurations. With the link reliability threshold ptr and the option to allow
for additional retransmissions, the protocol allows for customizations to adapt to

different requirements and environments. In this regard, ptr is adjusted to match
the overall network properties, concerning poor link error rates. For the case, that

the application expects a guaranteed delivery under all circumstances, the protocol

offers an option to not rely on the probabilistic chance of successful transmissions. If

ptr is increased, that consequently raises the reliability of the link local transmissions,
but will on the other hand increase airtime by selecting lower rates. Inversely, in

the case, that the application can tolerate a small amount of losses to optimize the

54
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airtime, the threshold can be lowered. A deployed network coding scheme could,

depending on its configuration, compensate a certain extend of losses and allow a

narrow focus on the airtime optimization. For instance the usage of RLNC would

be a suitable choice. This however applies only to use cases, that do use contin-

uous transmissions, that can be combined for coding, before the information expires.
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Figure 6.1: Performance overview for RAIDER implementations for different l

Eventually, the four different threshold configurations ptr = [0, 0.75, 0.9, 1.0] are com-
pared. A threshold value of 0 corresponds to no regulation at all, while a value of 1
requires links to have a PER of 0.
The second tested customization is the operation with enabled retransmissions per

node. These multiple attempts on transmitting a single packet to the neighbor nodes

constitute a conservative approach, that distinctly values reliability over consumed

airtime. Thus, this configuration has the link reliability threshold set at 1.0. Retrans-
missions are only allowed in conjunction with the usage of the lowest transmission

rate. Complying with the ETT optimization towards all target nodes, RAIDER foregoes

retransmissions on a higher MCS and selects a lower transmission rate instead. This

ensures, that each neighbor node, that is targeted by the transmission is expectedly

served as fast as possible.

The simulation scenario to assess the different RAIDER configurations includes four

network configurations of the different area side lengths l = [100, 200, 300, 400] m.
This corresponds, with a static number of nodes in the network, to an increasingly

sparse network with on average larger distances between the nodes. Therefore this

scenario simulates with increasing l overall deteriorating link conditions, i.e. lower
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Figure 6.2: Detailed performance for RAIDER variations for l = 100m
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Figure 6.3: Detailed performance for RAIDER variations for l = 400m
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MCSs and higher PERs. Figure 6.1 gives an overview over the general RAIDER per-

formance in reliability and airtime. It strikingly shows the decreasing performance

in both reliability and airtime, if the network conditions deteriorate. Generally,

the different link error threshold variations perform relatively similar, with little

deviations compared to the configuration with added retransmissions. The differ-

ence between both groups increases with the decreasing average link quality. If

the protocol is forced to transmit on MCS0, it can not compensate for errors any

longer without retransmissions. Additionally the compensation must theoretically

include at least dmaxj(1/εi,j)e transmissions, considering all targeted nodes j. This
number of retransmissions quickly increases the airtime considerably, as seen in the

performance overview. For a small l of 100 m, the difference is marginal, compared
to the 0.2ms for l = 400m. This equals an increase of more than 100% compared to
RAIDER implementations without retransmissions. It is also justifying the limitation

to maximum ten retransmissions. With the minimum detected link success rate of

0.1, the expected amount of successfully received packets is 1 packet. Any otherwise
potentially invested surplus in airtime would not be in proportion to the small

increase in the tolerated error percentage. In return, the extended airtime effort

prevents the reliability from dropping, as figure 6.3 shows a clear difference in the

average reliability. RAIDER versions without the ability to retransmit, exhibit a gap in

reliability of at least 0.1. Eventually, the maximum 10 retransmission can not assure

an unconditional reliability on average, as it drops well below 95% for l = 400 m.
RAIDER RETX can not completely prevent errors on individual links, which might affect
or disconnect a portion of the network nodes, accounting for the large span of fliers.

However, this holds true for all other variants as well. To differentiate between the

link error threshold configurations in detail, the reliability and airtime are plotted in

figures 6.2 and 6.3 for a small and a large network area respectively. The accumu-

lated airtime shows an increase in the usage of the lowest data rate for worse link

qualities, as RAIDER manages to adapt dynamically. Naturally it also exhibits a wider

distribution of the achieved reliabilities, compared to better network conditions,

i.e. smaller l. For l = 100 m, all implementations achieve a median reliability of
1, whereas only the lowest two ptr configurations exhibit significant deviations. As
a consequence, the average reliability exceeds 99% for l = 100 m. All network
sizes show the trade-off between an increased airtime demand to achieve a better

reliability performance for different threshold values. This furthermore includes a

preference for the usage of lower rates for increased ptr, to adjust to the link error
rates. The detail plots confirm this rate usage, as well as the increased reliability

for both l = 100 m and 400 m. In contrast to that, the deviation regarding the span
of fliers does not show the same improvement, as these errors mostly are due to

transmission failures on lower rates. That can only be corrected with the enabled

retransmissions and not by a different selection of ptr.

To summarize, the suitable configuration regarding the link reliability threshold ptr
and the ability to retransmit depends on the network conditions and the targeted
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application. Networks with predominantly low quality links rely on retransmissions

to achieve reliability. If this is not required by the application, the threshold ptr can be
lowered to allow for a slightly lower airtime.

Further comparisons will include the configuration with enabled retransmissions and

the two limits for the link threshold, to estimate the range of achievable reliabilites

and airtimes.

6.2 Upper Performance Bound
The complete comparison of the RAIDER performance to the state of the art requires

an additional estimation regarding the overall maximum achievable performance.

Otherwise the achieved improvement could not be assessed in proportion to the

overall possible performance. Therefore the two approaches of a monte carlo simu-

lation, as well as simulated annealing, as explained in section 2.5, were used. Figure

6.4 displays the results of both simulations, compared for the targeted scenario of

different average link qualities, i.e. as previously l = [100, 200, 300, 400]m.
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Figure 6.4: Upper performance determination for different l

6.2.1 Monte Carlo Simulation Results
The results of the monte carlo simulation for α = [2, 3, 4, 5, inf] show a clear tendency
for each simulated network size. Regardless of the actual network size, the focus
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shifts with an increasing α from airtime to reliability, as expected according to the
performance determination in equation 3.5. Evaluating the achieved statistics of each

single simulation run, i.e. each random strategy, with a different performance func-

tion spreads the best accomplished results more andmore apart. This showcases the

overall trade-off in the performance evaluation between both contrary metrics. In the

case of low losses for l = 100m, reliability can be easily achieved and the trade-off is
nearly linear. However this changes completely for worse link conditions with more

errors and lower available rates, as every increase in reliability becomes more expen-

sive regarding the invested airtime. For l = 100m, improving the airtime by 0.070ms
results in an increase in reliability of 0.18. At the same time, the same airtime incre-
ment would barely increase the reliability at all for l = 400 m. It can be noted, that
the minimum achieved airtime for α = 2 grows with the network area from 0.08 ms
to 0.72ms. The larger the area is, the longer the average link between two nodes be-
comes, resulting in lower available data rates. This enlarges the average time for the

transmission of a single packet. Similarly, the maximum possible reliability becomes

worse with deteriorating network conditions. While l = 100m allows for an absolute
reliability of 1.0, the achievable maximum for l = 400 m is 0.98. This shows for large
l, that even the best achievable result can not eliminate errors completely, due to the
error susceptibility for the lowest MCS. The accomplished best performance for α = 5
and inf exhibit a nearly identical reliability, while at the same time the former outper-
forms the latter, when evaluation the overall performance. Therefore it can be stated,

that depending on the application, worse network conditions require the tolerance of

errors, instead of demanding absolute reliability. If absolute reliability is demanded,

although it can not possibly be achieved due to the link errors, the performance can

not improve for a sufficiently large network. This holds true, if the maximum number

of retransmissions is limited, to not allow compensation of every link error rate.

In general, for a larger simulated network area, the best performance decreases as

expected. However, a distinct difference for the individual simulations can be ob-

served. Between the results for l = 200m and l = 300m is a comparatively large gap.
This is the point from which on absolute reliability can not be achieved anymore, due

to the large number of links with errors for the lowest transmission rate. Apart from

the natural performance decrease over the increase in l, this gap is further widened.
This is due to the form of simulation, i.e. to select the tested strategy randomly re-

garding all parameters. With more links supporting partly or solely MCS0, the base

rate will be selected more. Since the retransmissions are only enabled for this rate,

this number now has to be randomly selected as well. This significantly increases the

number of overall possible strategies with each node transmitting on MCS0. Hence

a simulation with a fixed number of runs, as this work was limited to, can only cover

a smaller percentage of all strategies. As a consequence, the probability to simulate

a better strategy decreases, since most strategies can not approach the optimum

anyway. This can be observed, as the result of the simulated annealing surpasses

the monte carlo performance optimum for larger network areas. The expected re-

sult would be a relative improved airtime compared to the simulated annealing. The

monte carlo simulation generally pursues a muchmore aggressive approach towards



Chapter 6 Simulation Results 60

airtime optimization, as described in section 3.3.1. Therefore it should find, that the

single optimal simulated strategy, exhibits the overall absolute possible airtime for

a single broadcast attempt. If errors, i.e. a reduced reliability, can be tolerated, this

bound represents the possible optimization. As the results diverge from this expec-

tation, it must be assumed, that the executed 100000 individual broadcast strategy
simulations were not enough. However the resources and the scope of this work did

not allow an improvement. Due to the increased number of overall possible strate-

gies for l = 300m and 400m, the probability of approaching this optimal bound with
the simulated number of strategies was to low.

6.2.2 Simulated Annealing Results
The simulated annealing result is expected to fall behind the best performance

obtained with a monte carlo simulation, as described in the previous section. It

reflects the best achievable result for a reliable selection of modulation schemes.

The best monte carlo simulation might have randomly succeeded against the error

probability of the utilized links for this single transmission attempt. In contrast to

that, the simulated annealing will always deliver an assured transmission, if the

strategy was repeated.

The consideration, regarding the maximum achievable reliability in the previous

section, applies to the simulated annealing as well. For deteriorating network and

link conditions, errors have to be tolerated in the final performance assessment,

justifying the selection of the different values for α in the ’cost’ function. Only the
selection of α = 5 instead of inf allows the reliability to approach 1.0 for l = 300 m
and 400 m. Especially for the simulated annealing, this is crucial. In the process

of approaching the optimum step-by-step, a differentiation between two overall

unreliable strategies is mandatory. A near-optimal strategy, with for instance only a

single unserved node must be assessed as more valuable than a strategy covering

only a few nodes, although both are not absolutely reliable. If this is not accounted

for, the algorithm can not select the better performing strategy and therefore not

approach the performance optimum.

The results show, that for l = 300 m and 400 m, reliabilities of 0.9997 and 0.9990
respectively, can be achieved. Networks with a reduced area, as simulated with

l = 100 m and 200 m are able to be served with a reliability of 1.0. The results
represent the minimum airtime under the condition, that the maximum possible

focus was on reliability.

In conclusion, the simulated annealing delivers an upper performance bound, that

holds true irregardless of the error probabilities on the utilized links. Therefore it

will be selected for the final performance evaluation and comparison. However

the monte carlo results for smaller network areas offer valuable insights on the

maximum possible performance, when gambling on the probabilistic error-free link
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deliveries. For error-tolerant applications, this indicates a potential further airtime

improvement.

Simulated annealing was conducted for the scalability scenario as well. However,

as there was no matching monte carlo simulation, the results are discussed later in

section 6.3.2.

6.3 Overall Performance Comparison
Previous sections conducted the separate evaluation of the state of the art and the

proposed RAIDER protocols, to determine the best available configuration. This sec-

tion finally compares both to eventually evaluate the performance of RAIDER. In ad-

dition to the state of the art as a lower performance bound, the previous section also

determined an upper performance bound, which will be included into the compari-

son.

To evaluate all protocols for their handling of different network conditions in terms

of the average link quality, paired with the set of available data rates, the first sce-

nario includes different network sizes. This again results, for a constant number of

nodes, in a larger node distance with less available MCSs and for each transmission

rate lower PERs. The second scenario represents the test under different network

conditions in terms of the node density. With more nodes spread over the same

area, not only the individual link qualities increase, but also the total amount of links.

This adds routing possibilities and complexity and tests, if the protocols can handle

an increased number of nodes in the network.

For both simulations, the same set of candidate protocols and configurations is used.

The current state of the art is represented by flooding, variants of OLSR and of

B.A.T.M.A.N., as described in table 6.1. Both OLSR and B.A.T.M.A.N. are included in

a basic version, transmitting always with the fixed lowest possible rate and in a sec-

ond version, utilizing only the highest available MCS, that provides complete connec-

tivity between all nodes. As the protocols themselves do not select the data rates,

this covers all possibilities and the performance can be estimated by both versions in

conjunction. The simulated annealing result is used for comparison as an upper per-

formance bound. As for the primary test subjects, the RAIDER protocol is simulated

in three versions to cover all variations in the protocol parameters, i.e. the link quality

threshold and the potential retransmissions.

6.3.1 Average Link Quality
To simulate different average link qualities, the simulation is repeated for

l = [100, 200, 300, 400] m. Each iteration combines the results for 250 random
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networks, with 15 nodes and 100 batches per source.
The results include a precise simulation for the state of the art performance, which

has already been analyzed in chapter 4, as well as the simulated annealing results

from section 6.2. The simulated annealing results are also included in the detailed

performance figures.

All results follow a clear pattern. As expected, the better the network conditions are,

the better is the performance overall and the closer it is to the determined optimum.

Furthermore, the results show a distinct grouping of the simulated protocols. The

variations of OLSR all exhibit a lower airtime, but at the same time a comparably

low reliability. The reduced number of transmissions reduce the airtime, while the

increased dependency on the links between the MPRs renders it more error-prone

and thus less reliable. The opposite side of the spectrum are the B.A.T.M.A.N. varia-

tions, that invest much airtime to achieve high reliabilities. They are the only protocol

variations achieving a consumed airtime of more than 0.6 ms, eventually even up
to 1.44 ms. In between those two are flooding and all the variations of RAIDER.

Flooding achieves a constantly average airtime between 0.39 ms and 0.48 ms, while
the reliability quickly decreases with deterioration surrounding network conditions.

Compared to the state of the art protocols, it is evident, that the variations of RAIDER

offer a distinct advantage over flooding, as well as both B.A.T.M.A.N. and OLSR,

since they are in general clearly closer to the upper performance bound. For each

simulated network parameter l, one variation of RAIDER approaches the simulated
annealing result the closest of all measured candidate protocols. OLSR MAX clearly
outperforms the optimal airtime, however at a considerably worse reliability, as seen

in figure 6.6. Therefore the combined performance is significantly lower.

Note that the x-axis is cropped at an airtime of 0.25ms. The airtimes for flooding and
B.A.T.M.A.N. BASE are 0.48ms and 1.44ms respectively, as shown in A.3.

As all variations are specialized differently, the best performing RAIDER variation

changes for different network sizes. The regular RAIDER configuration with no

threshold and retransmissions in place, RAIDER STD, performs similar to OLSR BASE
for all measured l. Although not closest of all RAIDER configurations, for good
network conditions, i.e. l = 100 m, RAIDER STD approaches the upper performance
bound relatively close. This is shown in figure 6.6, where the airtime as well as the

reliability exceed the optimum slightly for the mean values and definitively consid-

ering the deviation. The RAIDER performance peaks at a reliability of 0.995 with an
airtime of 29 µs. However, with a deteriorating average link quality the performance,
especially in reliability, drops significantly to 0.73. As the detail plots for l = 100 m
and 400 m demonstrate, the reliability stays in general ahead of the OLSR average,
in both mean value and deviation. Compared to B.A.T.M.A.N., a reliability gain can

only be achieved against B.A.T.M.A.N. BASE for l = 100m. In terms of airtime, it is one
of the two best performing protocols, with the only exception of OLSR MAX in the
better network conditions, as it can be seen in detail in figure 6.6. Although the low

airtime comes at a price of a lower reliability than flooding and B.A.T.M.A.N. BASE, it
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Figure 6.5: Performance overview for all protocols for different l

still massively outperforms OLSR MAX in reliability and therefore also considering the
overall performance. In relation to the poor performance against the performance

bound for larger network sizes, this is relevant only for l = 100m.

The remaining two RAIDER implementations RAIDER RETX and RAIDER ptr = 1.0 per-
formed closer to the simulated annealing. Naturally, RAIDER RETX includes more
transmissions overall and thus it also performs closer to B.A.T.M.A.N.. However it

always offers immense savings in airtime, while performing equally or better in re-

liability, as figures 6.6 and 6.7 show. The airtime never exceeds 0.4 ms, while the
B.A.T.M.A.N. versions on average never fall below 0.9 ms. For l = 300 m and 400 m it
also performs best overall among all candidate protocols, with a minimum reliability

of 0.92 for l = 400 m. In network conditions with unreliable links, the redundant re-
transmissions compensate the link errors to approach the upper performance bound

as close as possible. For better network conditions with less error-prone links, the

retransmissions can be omitted. Therefore RAIDER ptr = 1.0 achieves the best perfor-
mance results. In the smallest simulated network, it invests the small extra amount

of airtime over the RAIDER STD minimum to guarantee absolute reliability, as shown
in figure 6.6. At the same time it exceeds RAIDER RETX ’s airtime of 47 µs by additional
11 µs.
In summary, all RAIDER implementations offer a clear advantage in performance over

the state of the art. Compared to B.A.T.M.A.N. it can not match the reliability of

B.A.T.M.A.N. BASE, but stays at the same time well below its consumed airtime. The
opposite is true for OLSR, as RAIDER versions can not go below the airtime in any

case. The additional invested airtime however, creates a distinct reliability advan-

tage. Flooding requires more airtime, than any RAIDER implementation for all net-
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Figure 6.6: Detailed performance for all protocols for l = 100m, cropped

work sizes, although it approaches RAIDER RETX for l = 400 m. In general, the state
of the art can, if at all, only surpass a single RAIDER version. The overall performance

compared against the upper performance bound shows as well, that a configuration

of RAIDER is always the best performing protocol. Figures 6.6 and 6.7 show, that sev-

eral OLSR and RAIDER versions approach or exceed the optimum. Nevertheless, this

does not reflect the overall performance, since the reliability can simultaneously not

match the optimal bound. However RAIDER comes closest and can as sole protocol

truly approach the performance bound, although only for l = 100m.
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Figure 6.7: Detailed performance for all protocols for l = 400m
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6.3.2 Scalability
This simulation includes a varying amount of nodes n = [5, 15, 30, 50] in the network
with l = 200 m, to create different network densities. Each iteration combines the
results for 250 random networks and 100 batches per source.
The results of the scalability performance in figure 6.8 for flooding show a steady

increase in airtime, while maintaining a reliability of more than 0.94. Naturally,
the addition in airtime raises the level of reliability for larger l to finally match 1.0.
The airtime scales poorly with the number of nodes, as each node receiving the

information for the first time will retransmit. The overall airtime even exceeds 1.5ms
for l = 400 m. In return, this will minimize the number of unserved nodes in very
dense networks. However for a sparse network, the amount of connections in

between the individual nodes is not sufficient to compensate for every erroneous

transmission, decreasing the overall reliability.

OLSR MAX delivers with the usage of the highest connecting data rate a minimum in
airtime with 43 µs. This can only be surpassed in sparse networks by RAIDER STD with
37 µs and its usage of faster transmission rates, depicted in figure 6.10. Although
both protocols perform better in airtime, than the simulated optimal in airtime, the

optimal performance bound overall can not be beaten, due to the high unreliability.

For the maximum simulated density, this transmission optimization by OLSR MAX
culminates in a minimum airtime overall for that network density, which on the other

side comes at a cost of a immense reliability decrease, as shown in figure 6.9. Note

that the x-axis is cropped at an airtime of 1.5 ms. The airtimes for flooding and
B.A.T.M.A.N. BASE are 1.6ms and 4.8ms respectively, as shown in A.4.
In general for all n, the basic OLSR BASE version utilizing the lowest possible rate
comes close to OLSR MAX ’s performance in airtime. This can be explained, since
in dense networks, a large proportion of the network can be covered with a single

transmission on the lowest rate. For sparse networks, the highest possible MCS

is more often MCS0, which reduces the gain in airtime. The additional airtime,

compared to the previous OLSR implementation, offers a better reliability in return.

B.A.T.M.A.N. exhibits the identical weaknesses as flooding. Since the number of trans-

mission is fixed per served node, the airtime scales poorly, even worse with three

transmissions per node. No version comes close to optimal bound in regard of air-

time. B.A.T.M.A.N. BASE is by far the only protocol, that exceeds 2 ms. The second
version, utilizing always the highest available rate, can not reach a considerably good

performance in airtime and in reliability. The average in airtime never falls below

0.2 ms, while the mean reliability never exceeds 97%. It fails to balance the right

amount of invested airtime and achieved reliability to accomplish an efficient perfor-

mance.

Regarding the results for the variations of RAIDER, figure 6.8 shows that RAIDER sur-

passes all state of the art protocols in combined performance. It approaches the

simulated annealing result the most of all protocols. In comparison to the rest of
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Figure 6.9: Detailed performance for all protocols for n = 50, cropped

the protocols, they clearly shift in performance with the number of nodes in the net-

work. With an increasing number of nodes, the reliability constantly improves, while

the airtime increases slightly. This presents a disadvantage for RAIDER RETX for a high
network density, as the retransmissions are not necessary and only increase the air-

time up to 0.55 ms. The invested airtime, however, guarantees as the only protocol
a reliability constantly above 97%. In sparse networks, as seen in figure 6.10, the re-
dundant transmissions achieve a clearly better reliability also for the deviation of the

results. If the network becomes populated more and more, the best performing im-

plementation of RAIDER shifts towards the RAIDER STD version. For medium densities,
the retransmissions can be omitted first and for even higher densities, the link quality

threshold can be omitted as well. RAIDER STD still achieves 99.5% reliability for n = 30,
while RAIDER ptr = 1 invests 50 µs more airtime to raise the reliability to 99.96%. De-
pending on the application, one of those implementations would perform best. For

n = 50, the airtime and reliability for RAIDER STD, 27 µs and 99.91%, are even closer
to RAIDER ptr = 1 at 34 µs and 99.999%. Overall, the links become sufficiently short,
that errors rarely occur to marginally reduce the reliability, while the omission of the

threshold keeps the protocol from selecting slower rates.

Considering the results for the simulated annealing alone, it can be stated, other than

in the previous scenario, they can not really bematched or even seriously approached

by any protocol version. In comparison to the average link quality simulation, the in-
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Figure 6.10: Detailed performance for all protocols for n = 5

dividual results for different n do not differ as much from each other. They all achieve
complete reliability for all four amounts of nodes in the network. Therefore, the op-

timization with α = inf was suitable, as errors do not have to be tolerated. The opti-
mum for n = 5 stands out, with a clearly reduced airtime, with all others following in
ascending order. The more nodes are in the network, the more airtime is required.

However, as the results are not significantly further spaced from each other with an

increasing n, the optimum exhibits an unprecedented scalabilty, setting itself apart
from all protocols clearly.

Given that both performance metrics airtime and reliability are regarded together,

RAIDER exhibits the best scalability, outperforming the state of the art in flooding,

B.A.T.M.A.N. and OLSR. The latter scales excellent with the increasing number of

nodes in airtime, but does not manage to replicate this for reliability. B.A.T.M.A.N.,

in contrast, scales similarly to flooding poorly regarding the consumed airtime, which

outweighs improvements in reliability.

6.3.3 Summary
In conclusion, the RAIDER variations deliver a distinct performance improvement

compared to flooding, B.A.T.M.A.N. and OLSR. While both B.A.T.M.A.N. and OLSR
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have their advantages in different conditions, both are outperformed by one imple-

mentation of RAIDER in RAIDER RETX and RAIDER ptr = 1.0 respectively. In contrast
to B.A.T.M.A.N. and OLSR however, RAIDER is able to switch between the presented

versions dynamically. Therefore the best performance can always be selected for

the comparison. Table 6.2 showcases the exact performance gains. The determined

performance column represents the performance evaluation with α = 5, combining
airtime and reliability into one metric. As discussed earlier, α = 5 is selected, . The
performance of B.A.T.M.A.N. and OLSR was averaged over both versions, taking the

possibility of the usage of different transmission rates into account.

Protocol Reliability Airtime Determined Performance

l = 100m
B.A.T.M.A.N. average +2% -95% +2326%

Flooding +0% -93% +1233%

OLSR average +12% +20% +50%

l = 200m
B.A.T.M.A.N. average +1% -88% +750%

Flooding +0% -74% +271%

OLSR average +15% +22% +68%

l = 300m
B.A.T.M.A.N. average +0% -71% +256%

Flooding +6% -22% +74%

OLSR average +21% +88% +40%

l = 400m
B.A.T.M.A.N. average +1% -66% +207%

Flooding +13% -2% +85%

OLSR average +1% +105% +67%

l
B.A.T.M.A.N. average +1% -80% +885%

Flooding +5% -47% +416%
OLSR average +19% +59% +56%

Table 6.2: Achieved reliability, airtime and performance of RAIDER compared to

B.A.T.M.A.N., flooding and OLSR for different l

On average, RAIDER outperforms flooding by 416%, with an airtime decrease of 47%,
while improving the reliability by 5%. Compared to OLSR, it increases the airtime by
59%, but at the same time also significantly increases the reliability by 19% to offer
an overall improvement of 56%. The biggest gain of RAIDER with 885% was obtained
against B.A.T.M.A.N., by immensely reducing the airtime by 80% while also slightly

increasing the reliability by one percent. Compared to the upper performance

bound, RAIDER clearly offered the best performance. As shown in table 6.4, for the

achieved reliability, it falls 3% short of the performance bound. The airtime can be
improved, as it is still 90% higher than the optimum, leading to an overall deficit of
53% of the optimal performance.
The scalability results, in comparison between the state of the art protocols and

RAIDER, are very similar to the previous scenario, assessing the performance for
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Protocol Reliability Airtime Determined Performance

n = 50
B.A.T.M.A.N. average +1% -90% +980%

Flooding +0% -83% +494%

OLSR average +16% +133% -11%

n = 30
B.A.T.M.A.N. average +1% -87% +734%

Flooding +0% -77% +329%

OLSR average +14% +100% -2%

n = 15
B.A.T.M.A.N. average +1% -88% +750%

Flooding +0% -74% +271%

OLSR average +15% +22% +68%

n = 5
B.A.T.M.A.N. average -2% -85% +498%

Flooding -1% -69% +209%

OLSR average +10% -15% +89%

n
B.A.T.M.A.N. average +0% -87% +741%

Flooding +0% -76% +326%
OLSR average +14% +60% +36%

Table 6.3: Achieved reliability, airtime and performance of RAIDER compared to

B.A.T.M.A.N., flooding and OLSR for different n

different link qualities. The evaluation for this scenario was also conducted with

α = 5, errors and unreliable performances across all protocols and n had to be
considered. However, especially in the comparison to the performance bound, this

favors RAIDER, as the missing reliability can not be penalized, to assure a possibility

to still compare both results. For α = inf, RAIDER could not have been evaluated
at all, therefore a comparison would not make sense. In the comparison of RAIDER

against the state of the art, this also favors protocols such as OLSR, as the missing

reliability is rather tolerated and the airtime optimization weighs heavier. All in

all, the average over all n present very close performance statistics to the previous
scenario. RAIDER outperforms all state of the art candidates by a similar margin.

Compared against B.A.T.M.A.N., it could again reduce the airtime by up to 90%,
while maintaining the same reliability. Flooding shows a similar tendency, with

the sole difference, that it came with considerably less airtime in the beginning.

Thus the gains in airtime are slightly smaller. Considering OLSR, a small airtime

investment with an increase by 14% achieved a 60% airtime improvement. Overall
the determined performance indicates, that RAIDER is clearly performing better,

considering the scalability. In comparison to the upper bound however, RAIDER

again falls well short of the performance bound. Especially for larger number of

nodes in the network, it trails immensely considering the consumed airtime. Since

it can operates in the scope of the 2-hop neighborhood, RAIDER can not plan the

transmissions through the whole network, which leads inevitable to unnecessary

transmissions. The more nodes, the more global coordination is required to achieve
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Reliability Airtime Determined Performance

l = 100m +0% +57% -36%

l = 200m -2% +62% -44%

l = 300m -4% +128% -64%

l = 400m -8% +114% -69%

l -3% +90% -53%
Table 6.4: Achieved reliability, airtime and performance of RAIDER compared to the

upper performance bound for different l

Reliability Airtime Determined Performance

n = 50 +0% +458% -82%

n = 30 +0% +191% -66%

n = 15 -2% +54% -41%

n = 5 -6% -43% +25%

l -2% +165% -41%
Table 6.5: Achieved reliability, airtime and performance of RAIDER compared to the

upper performance bound for different n

the optimum. The expendable transmissions in RAIDER increase the airtime by up

to 458% compared to the performance bound. All this airtime could be saved, by
increasing the scope, in which optimization and orchestration happens. Eventually

RAIDER performs overall 41% worse, which is mainly credited to the airtime surplus.

All in all the overall performance of RAIDER, as well as in reliability and airtime sepa-

rately, exhibits the desired increase. Depending on the surrounding conditions and

the planned use case, RAIDER is adaptable to match the requirements as best as pos-

sible.

In relation to the constraints in the protocol conception described in section 5.1, the

protocol delivers a sufficient step towards the upper performance bound. To fur-

ther decrease the gap, the prerequisites for RAIDER can be lifted and the protocol

accordingly optimized and extended. However, this would create dependencies, that

restrict the usage from certain scenarios, as all possible deployment scenario must

match them. Considering the 2-hop neighborhood, that performance can not be op-

timal by design, as the topology information is not sufficient to detect loops in any

case. This inevitably leads to inefficiencies, that decrease the performance compared

to the optimum.



7 Conclusion
This work gave an overview of current approaches in broadcast schemes for WMNs.

Most of the current state of the art relies on fixed transmissions rates, which is in-

corporated into the whole protocol concept. Slight adaptions to support an usage

of a dynamic selection to utilize the multi-rate capabilities of the WLAN environment

showed only small improvements, as the problematic features remained. Further

approaches, that offer a dynamic rate selection themselves depended on different

assumptions, that can hardly be realized in the way, that they are required. Obtaining

up-to-date complete network knowledge or fulfilling the tasks of a central network

entity are not generally applicable to WMN use cases, if they comply at all. From

this in-depth analysis, a set of requirements and guidelines for the development of

an improved broadcast scheme were derived. Following these principles and in the

scope of the defined prerequisites, a new broadcast scheme RAIDER was developed.

To properly put its performance in proportion, an upper performance bound was de-

termined by probabilistic simulated annealing.

For all evaluations of the different broadcast schemes, a basic network simulator was

written to obtain a performance from each candidate protocol under various circum-

stances and network conditions. However, the performance evaluation bears a fun-

damental problem in broadcast. In contrast to unicast transmissions, reliability is not

binary anymore and has to be included in the performance evaluation in conjunction

with a second performance metric. For the purpose of the second metric, this work

used the consumed airtime. In the case, that every node only transmits once, it is

similar to the latency, but in contrast to that also considers the influence of all caused

transmissions in the whole broadcast process on the remaining network activities.

Depending on the topology knowledge, these transmissions can exceed the time, un-

til each node received the broadcast, increasing the airtime compared to the delay.

The overall performance determination including the achieved reliability and airtime

must be adjusted to the desired use case. The performance reacts very sensitive to

small changes in the calculation of a joint performance metric, evoking significant

variations in the final evaluation. Therefore, this work focuses on the reliability over

the airtime. To match the requirements of lower-layer network protocols, such as

for instance ARP and at the same time industrial applications, that demand a very

reliable and efficient delivery, the reliability was prioritized in the performance evalu-

ation. Nevertheless, all results need to be analyzed and interpreted accordingly. For

different assumptions and prerequisites, the analysis might change in terms of the

achieved performance and the preferred broadcast solution. This also applies for

the determined upper performance bound. A suitable performance determination is

able to weigh different results against one another to determine the superior perfor-
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mance.

In the end, the new broadcast scheme outperformed the existing broadcast schemes

significantly. This holds true for the selected performance definition, taking the

achieved airtime and reliability with a different weight into account. Furthermore it

proved to be scalable as well as adaptable tomatch a broad range of possible applica-

tions. With the use case and environment specific adjustment of integrated protocol

parameters, the sensitivity for link error rates and the ability to retransmit on the

lowest rate, RAIDER maximizes performance in all conditions. This integration of link

quality awareness, among further details, sets it apart from the current state of the

art broadcast schemes. The usage of low-cost and reliable up-to-date information of

the current 2-hop neighborhood as routing information is a sufficient base to already

optimize the usage of maximum transmission rates and therefore the broadcast per-

formance. The significant gains indicate, that a fixed rate is no longer a necessity for

a constantly reliable broadcast. The open and general prerequisites enable RAIDER

to be able to be deployed in all sorts of environments and applications.

7.1 Outlook
In future work, the performance of RAIDER can be improved to approach the possible

upper performance bound even more. The usage of a 2-hop neighborhood routing

information base can only maximize the performance in this limited scope. This

might cause in the different scope of the complete network unnecessary transmis-

sions, that increase the airtime. Furthermore, to optimize for the current network

environments, RAIDER does not contain a fully automatic recognition of the current

network conditions and an according adjustment of the protocol parameters. There-

fore the balance between reliability and airtime has to be investigated in further

detail, including the intended use case and its requirements. This can improve the

protocol performance by combining the respectively best performing current RAIDER

version for each scenario into a single fully automatic and dynamic protocol.

Finally, RAIDER has to be tested in a broad range of applications, including different

traffic patterns. Further applications, such as for instance video streaming, have

different demands, focused on high throughput and fast delivery. This also includes

the usage of a network code, such as for instance RLNC. The ability to recover losses

in the transmissions by transmitting extra redundancy allows RAIDER to operate

more efficiently also with lower link quality thresholds. A further investigation of this

balance could be conducted. An optional implementation of feedback could assist

the performance of the coding, as well as the up-to-date topology information base.

Considering the simulation environment, the current implementation supports so

far only stationary nodes. To begin the concept development of a WMN broadcast

scheme, this is a requirement. However, this requirement must later be dropped, to

include the natural node behaviour, that characterizes WMNs. Spontaneous node

or link failures, as well as sudden or gradually changes in link metrics have influence
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on the routing performance. This holds true, if the routing information base is

not updated, since the change is not detected and communicated. This resilience

consideration might require RAIDER to be extended, to support the more dynamic

environment. So far, it includes a possible error tolerance, in that with a high link

quality threshold it selects the data rates very conservatively, which should tolerate

minor changes in the link error rates. However, the current broadcast might not be

able to recover from a node failure in time, as forwarding assignments depend on

the selected forwarding nodes to transmit accordingly.

This work includes the determination of an upper performance bound for broadcast,

tailored specifically for the performance of RAIDER, considering the MCS0 retrans-

missions. To obtain a general performance bound, this work could be extended.

Every considered use and deployment case might come with different requirements

and possibilities. Therefore the optimization goal can change. However, even slight

changes in the performance evaluation could drastically change the result. Hence,

different applications and use cases might require a different performance bound.

The ascertained results are applicable only with similar prerequisites. If the con-

straints for the monte carlo simulation match the desired use case, the simulation

could be extended for more iterations, to obtain more precise results for larger

network sizes.

Following the conceptual work on RAIDER and its mechanics, the protocol must be

deployed to be tested in a realistic testbed. This will put the simulator performance

in proportion and enables an actual performance evaluation. The influence of so far

not regarded lower-layer functionalities, such as the actual CSMA/CA with RTS/CTS or

channel transmission details, such as interference or different signal disturbances,

could affect the performance as well. This evaluation will show the influence of all

assumptions, utilized models and simplifications in the simulator and the protocol

mechanics.
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Figure A.1: Detailed performance for RAIDER variations for l = 200m
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Figure A.2: Detailed performance for RAIDER variations for l = 300m
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Figure A.3: Detailed performance for all protocols for l = 100m
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Figure A.4: Detailed performance for all protocols for n = 50
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Figure A.5: Detailed performance for all protocols for l = 200m
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Figure A.6: Detailed performance for all protocols for l = 300m
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Figure A.7: Detailed performance for all protocols for n = 30
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Figure A.8: Detailed performance for all protocols for n = 15
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